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Abstract

Queueing systems with distinguished arrivals are described on the basis of Markov
arrival processes with marked transitions. Customers are distinguished by their types
of arrivals. Usually, the queues observed by customers of different types are different,
especially for queueing systems with bursty arrival processes. We study queueing
systems from the point of views of customers of different types. A detailed analysis of
the fundamental period, queue lengths and waiting times at the epochs of arrivals are
given. The results obtained are the generalizations of the results of the MAP/G/1
queue.
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1. Introduction

To study a queueing system, we usually begin with descriptors such as the busy
period, queue lengths and waiting times at the epoch of an arbitrary arrival, or at
an arbitrary time t, or at the epoch of an arbitrary departure. These descriptors
reflect some important characteristics of the queue. However, in some cases, they
are inadequate. Let us examine two examples first.

Example 1. We consider a single server queue with K types of arrivals,
∑

k Mk/GK/1.
The input process consists of several independent Poisson processes. Customers of
different types have different service times but there is no priority with services. It
is clear that the queues observed by arrivals of different types are different. So,
customers of different types should be studied separately.

Example 2. We consider a MAP/G/1 queue where the arrival process has coefficient
matrices

D0 =

(
−a1 0
0 −a2

)
and D̃1 =

(
0.9a1 0.1a1

0.9a2 0.1a2

)
,

where a1 and a2 are positive and a1 >> a2.

According to the coefficient matrices, we divide arrivals into four types: type 1 are
arrivals at phase 1 without a change of phase, type 2 arrivals occur when the phase
changes from 1 to 2, type 3 arrivals occur when the phase changes from 2 to 1, and
type 4 arrivals occur in phase 2 without a change of phase. Since the arrival rate a2

is small, there are few arrivals in phase 2. In phase 1, there might be a large number
of arrivals in a short time, since a1 is large. So, an arrival of type 3 is the leading
arrival of a burst of the arrival process and an arrival of type 2 is the ending arrival of
a burst. The queue observed by an arbitrary leading arrival would be much different
from that of an arbitrary ending arrival. Also, the queue observed by an arbitrary
arrival in phase 1 would be different from the queue observed by an arbitrary arrival
in phase 2. An example of such input process can be found in Chandramouli, Neuts
and Ramaswami [2].

Generally, a queueing system may have a bursty input process or an input process
with several types of arrivals. To study such queueing systems, we suggest marking
all the arrivals of interest and studying the queues observed by marked arrivals. To
model the marked point processes, we use the Markov arrival process with marked
transitions (MMAP.) An MMAP is a point process with arrivals of different types.
It is a generalization of the MAP.

The basic model in this paper is the MMAP/G/1 queue. We also study the more
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general models such as MMAP (K)/GK/1, where the service times of customers
of different types are different, and BMMAP (K)/GK/1, where batch arrivals are
allowed. There is no priority on customers. Therefore, when we do not distinguish
the arrivals (and the service times are i.i.d.r.v.s), we obtain a MAP/G/1 queue, which
has been studied extensively. Many important results about the MAP/G/1 queue
will be reviewed in this paper. They provide the basis for the present study.

There is some literature on queues with many types of arrivals. Some of them
give priorities to customers (see Cohen [4] and Stanford [17]), while others do not
(see Stanford and Fischer [18] and [19].) The models in Stanford and Fischer [18]
and [19] are special cases of our model. They studied the interdeparture times of
customers of different types for queues of the

∑
k Mk/GK/1 type.

This paper consists of seven parts. Following this introduction, the MMAP/G/1
queue is introduced and some notation used in this paper is set up in Section 2. In
Section 3, the fundamental period of the MMAP/G/1 queue is discussed and a new
formula is given for the expected number of customers served in a busy period of the
MAP/G/1 queue. We study queue lengths at arrival epochs of customers of different
types in Section 4 and waiting times in Section 5 for the MMAP/G/1 queue. In
Section 6, we generalize the results in Sections 3 and 5 to the MMAP (K)/GK/1
queue. A short discussion is given to the MMAP (K)/GK/1 queue with batch
arrivals. In Section 7, we use time reversal to explain the most important factors
which influence the queues observed by customers of different types.

Now, we give the definition of the MMAP. The following definition is adopted
from He and Neuts [5] with some simplifications.

The Markov Arrival Process with Marked Transitions: We consider an m-state
Markov renewal process with an irreducible embedded Markov chain with transition
probability matrix P and exponential sojourn time distributions given by

Fij(x) = 1− exp(−σix),

for 1 ≤ i, j ≤ m. This is also a Markov chain in continuous time. Let D be the
infinitesimal generator of this Markov chain. The matrix D and the parameters P
and σi, 1 ≤ i ≤ m, of the Markov renewal process are related by:

Dii = −(1− Pii)σi, for 1 ≤ i ≤ m,

and
Dij = Pijσi, for 1 ≤ i, j ≤ m, i 6= j.

In what follows we denote the stationary probability vector of D by θ.

3



We consider a finite set {1, · · · , K}. We define a Markov renewal process (MRP,
see Cinlar [3]) {(Jn, Ln, τn), n ≥ 0} on the state space {[{1, · · · , m}× {1, · · · , K}]×
[0,∞)} with the transition probability matrix

P{Jn = j, Ln = k, τn ≤ x|Jn−1 = i} = [
∫ x

0
exp(D0u)duDk]ij,

with 1 ≤ i, j ≤ m, 1 ≤ k ≤ K, x ≥ 0 and Ln is the marking variable. For convenience,
we set τ0 = 0. The matrices Dk, 1 ≤ k ≤ K, are nonnegative. The matrix D0 has
negative diagonal elements and is assumed to be nonsingular. The latter requirement
serves to ensure that, with probability one, infinitely many transitions epochs are
marked. In addition, we have that

D = D0 +
K∑

k=1

Dk. (1)

We call an arrival of type k if the arrival is marked by k. The stationary arrival
rate of arrivals of type k is given by

λ∗k = θDke, 1 ≤ k ≤ K, (2)

where e is the column vector with all elements 1.

When we do not distinguish the arrivals of the MMAP, we obtain a MAP (see
Asmussen and Ramaswami [1], Lucantoni [7], Lucantoni, et al. [8] and Neuts [9])
with coefficient matrices {D0, D̃1}, where

D̃1 =
K∑

k=1

Dk. (3)

Let N(t) be the number of arrivals in (0, t] and J(t) the phase of the Markov chain
with generator D at time t. Let

pjj′(n, t) = P{N(t) = n, J(t) = j′ | N(0) = 0, J(0) = j}, 1 ≤ j, j′ ≤ m.

P (n, t), n ≥ 0, are m × m matrices with (j, j′)th element pjj′(n, t) and satisfy the
differential equations

P ′(0, t) = P (0, t)D0;

(4)

P ′(n, t) = P (n, t)D0 + P (n− 1, t)D̃1, n ≥ 1.
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The generating function of {P (n, t), n ≥ 0} is denoted by P ∗(z, t) and it has been
shown that

P ∗(z, t) = exp{(D0 + zD̃1)t} (5)

The total arrival rate λ∗ (the arrival rate of the MAP) and {λ∗k, 1 ≤ k ≤ K} have the
following relation,

λ∗ =
K∑

k=1

λ∗k. (6)

Note: To show the modelling of point processes whose arrivals are of different
types with an MMAP, we construct an MMAP for the input process in Example 2.
We distinguish arrivals into the four types described in Example 2. The coefficient
matrices for arrivals of the four types are

D1 =

(
0.9a1 0

0 0

)
, D2 =

(
0 0.1a1

0 0

)
,

D3 =

(
0 0

0.9a2 0

)
, D4 =

(
0 0
0 0.1a2

)
respectively. {D0, D1, D2, D3, D4} represents an MMAP.

2. The Embedded MRP of the MMAP/G/1 Queue

We consider a single server queue with an MMAP as its input process and i.i.d.
service times which have distribution function F (t) with Laplace Stieltjes (L.S.) trans-
form f ∗(s) and finite mean µ∗. An arrival of type k brings a customer of type k to
the system, 1 ≤ k ≤ K.

The MMAP/G/1 queue is simplified to a MAP/G/1 queue by ignoring the types
of arrivals. The MAP/G/1 queue has been studied in a number of papers such as
Lucantoni [7], Neuts [12] and Ramaswami [14], [15] and [16]. Some of the results
obtained will be used here.

The study on the MAP/G/1 queue usually starts with the embedded Markov
renewal process at departure epochs of customers. Let τn be the epoch of the nth
departure from the queue, with τ0 = 0. (qn, Jn) is defined as the number of customers
in the system and the phase of the arrival process at τn+. Then {qn, Jn, τn, n ≥ 0} is
a semi-Markov process on the state space {(i, j), i ≥ 0, 1 ≤ j ≤ m}. The transition

5



kernel of the embedded MRP is given by

Q(s) =



B0(s) B1(s) B2(s) · · ·
A0(s) A1(s) A2(s) · · ·

A0(s) A1(s) · · ·
A0(s) · · ·

. . .

 ,

where
An(s) =

∫ ∞

0
e−stP (n, t)dF (t), Re(s) ≥ 0, n ≥ 0, (7)

and
Bn(s) = (sI −D0)

−1D̃1An(s), n ≥ 0.

We define

A∗(z, s) =
∞∑

n=0

znAn(s), |z| ≤ 1, Re(s) ≥ 0.

It is easy to see that

A∗(z, s) =
∫ ∞

0
exp{(−sI + D∗(z))t}dF (t), (8)

where D∗(z) = D0 + zD̃1. Let

A∗(z) = A∗(z, 0) and A = A∗(1, 0).

Since A =
∫∞
0 exp{Dt}dF (t), we know that θ is also the left invariant vector of the

stochastic matrix A. Let

β =
∞∑

n=0

nAn(0)e,

The traffic intensity ρ of this queueing system is defined as

ρ = θβ = λ∗µ∗. (9)

We assume that ρ < 1 so that the embedded MRP is positive recurrent.

3. The Fundamental Period

We define the level i to be the set of states {(i, 1), · · · , (i, m)}, i ≥ 0. Generally,
the fundamental period is the first passage time from level i+1 to level i. It is a
generalization of the busy period of the queue. For the embedded MRP, let G

[r]
jj′(n, x),
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n ≥ 1, x ≥ 0, be the probability that the first passage from the state (i + r, j) to the
state (i, j′), i ≥ 0, 1 ≤ j, j′ ≤ m, r ≥ 1, occurs at the nth transition before time x,
and that (i, j′) is the first state visited in the level i. G[r](n, x) is the matrix with

elements G
[r]
jj′(n, x). We define the joint transform

G∗[r](z, s) =
∞∑

n=1

zn
∫ ∞

0
e−sxG[r](n, dx), |z| ≤ 1, Re(s) ≥ 0, r ≥ 1. (10)

Let G∗(z, s) = G∗[1](z, s). It was proved (see Neuts [10]) that G∗[r](z, s) = [G∗(z, s)]r

and that G∗(z, s) is the unique solution to the nonlinear equation

G∗(z, s) = z
∞∑

n=0

An(s)[G∗(z, s)]n. (11)

It was also known that G = G∗(1, 0) is a stochastic matrix if and only if ρ ≤ 1. From
(11), the mean number of customers served in a fundamental period and the mean
length of a fundamental period were derived.

Beginning with Neuts [12] for the MMPP/G/1 queue, then Ramaswami [16] and
Lucantoni [7] for the BMAP/G/1 queue, it was proved that G∗(z, s) has a matrix
exponential form

G∗(z, s) = z
∫ ∞

0
exp{(−sI + D0 + D̃1G

∗(z, s))t}dF (t). (12)

The appearance of the above equation led to a number of interesting consequences,
such as the commutativity of the matrix G and D0 + D̃1G and a substantial sim-
plification in the computation of the matrix G. Here, we use (12) to derive a new
formula for the mean number of customers served in a fundamental period and, cor-
respondingly, a new formula for the mean length of a fundamental period. Let

µ̃1 = (
d

dz
G∗(z, s)|z=1,s=0)e and µ̂1 = −(

d

ds
G∗(z, s)|z=1,s=0)e.

µ̃1 is a vector for the conditional mean numbers of customers served during a funda-
mental period and µ̂1 is a vector for the conditional mean lengths of a fundamental
period.

Let g be the stationary probability vector of the matrix D0 + D̃1G. By (12),
we know that g is also the left invariant vector of the matrix G, i.e., gG = g and
ge = 1. Differentiating both sides of (12) with respect to z and postmultiplying by
e, we have, with the fact (D0 + D̃1G)e = 0,

µ̃1 = e +
∫ ∞

0

∞∑
n=1

xn

n!
(D0 + D̃1G)n−1D̃1µ̃1dF (x).
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For the sum in the integral, we have

∞∑
n=1

xn

n!
(D0 + D̃1G)n−1(eg −D0 − D̃1G) = xeg + I − exp{(D0 + D̃1G)x}.

Since the matrix eg−D0−D̃1G is invertible and eg(eg−D0−D̃1G) = eg, we obtain

∞∑
n=1

xn

n!
(D0 + D̃1G)n−1 = (I − exp{(D0 + D̃1G)x})(eg −D0 − D̃1G)−1 + xeg.

With (12), we have

Theorem 3.1. For the MAP/G/1 queue,

µ̃1 = [eg(I − µ∗D̃1)−D − D̃1G + GD̃1]
−1e. (13)

µ̂1 = µ∗[eg(I − µ∗D̃1)−D − D̃1G + GD̃1]
−1e. (14)

Proof. The only thing left is to prove the invertibility of matrix eg(I − µ∗D̃1) −
D− D̃1G + GD̃1, which is given in Appendix A. The proof of (14) is similar to that
of (13). 2

Note 2.1: Compared to the classical formula

µ̃1 = (I −G + eg)[I − A + (e− g)β]−1e,

(13) does not have A and β but more elementary parameters D0, D̃1 and µ∗. This
fact is useful in the computations of µ̃1 and µ̂1.

Note 2.2: The results in Theorem 3.1 can be generalized to the BMAP/G/1 queue
(see Lucantoni [7]) where batch arrivals are allowed. Let {D0, D̃n, n ≥ 1} be the
coefficient matrices for the BMAP, where D̃n is for group arrivals of size n. (13)
becomes, for example,

µ̃1 = [eg(I − µ∗B(G))−D −B(G)G + GB(G)]−1e, (15)

where

B(G) = (D −
∞∑

n=0

D̃nG
n + (

∞∑
n=1

nD̃n)eg)(I −G + eg)−1.

For the MMAP/G/1 queue, we are interested in the numbers of customers of
different types served during a fundamental period. Clearly, the number of customers
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of each type served in a fundamental period changes with the type of the first customer
and the type of the last customer served in the fundamental period. So, we give the
following generalization of (12) with the same method used in Neuts [12].

Let n = (n1, · · · , nK) and z = (z1, · · · , zK). Similar to the matrix G[1](n, x), we
define the matrix G̃kk′(n, x) with elements the conditional probability that the first
passage from level i+1 to level i occurs before time x, there are total n1 + · · · + nK

customers with n1 customers of type 1, · · ·, nK customers of type K arrived during
that time and the last arrival before level i is reached is of type k′, given that the last
arrival before time 0 is of type k. We define the following joint transforms,

G̃∗
kk′(z, s) =

∑
n≥0

zn
∫ ∞

0
e−sxG̃∗

kk′(n, x)dF (x), ||z|| ≤ 1, Re(s) ≥ 0, (16)

for 1 ≤ k, k′ ≤ K, where zn = zn1
1 · · · znK

K . Clearly, G̃∗
kk′(z, s) is also the joint

transform of the length of a busy period and the numbers of customers served during
the busy period, where the last arrival in the busy period is of type k′, given that the
busy period starts with a customer of type k.

We define Φkk′(x,n, y) to be a matrix with elements the probability that, given
that the last arrival (before 0) is of type k and the residual service time is x, the
current fundamental period ends before time y with n new arrivals occurring and
the last arrival being of type k′. The joint transform of Φkk′(x,n, y), with respect
to n and y, is denoted by Φ∗

kk′(x, z, s), 1 ≤ k, k′ ≤ K. We denote by G̃∗(z, s) and
Φ∗(x, z, s) the matrices with (k, k′)th block G̃∗

kk′(z, s) and Φ∗
kk′(x, z, s) respectively.

Theorem 3.2. For the MMAP/G/1 queue, the matrix Φ∗(x, z, s) is given by

Φ∗(x, z, s) = e−sxexp{(T0 + T1G̃
∗(z, s))x}, (17)

where T0 and T1 are mK ×mK matrices,

T0 =


D0

. . .

D0

 and T1 =


D1 · · · DK
...

...
...

D1 · · · DK

 .

The matrix G̃∗(z, s) satisfies the equation

G̃∗(z, s) =


z1I

. . .

zKI

∫ ∞

0
Φ∗(x, z, s)dF (x). (18)
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Proof. From the definitions, it is easy to see the following facts.

G̃∗
kk′(z, s) = zk

∫ ∞

0
Φ∗

kk′(x, z, s)dF (x); (19)

Φ∗
kk′(x1 + x2, z, s) =

K∑
l=1

Φ∗
kl(x1, z, s)Φ

∗
lk′(x2, z, s), x1, x2 ≥ 0, (20)

for 1 ≤ k, k′ ≤ K. The second equality follows in a manner similar to (22) in Neuts
[12]. We notice that

Φ∗
kk′(x,0, y) =

{
0, x ≥ y;
δ(k − k′)exp{D0x}, x < y,

where δ(i) is an indicator of 0, and for n 6= 0 and y ≥ x,

Φ∗
kk′(x,n, y)

=
K∑

l=1

∫ x

0
zlexp{D0u}Dl

∫ y−x

0
Φlk′(x− u + v,n− nl, y − u)(1− δ(nl))dF (v)du,

where nl is a vector of dimension K with the lth element 1 and the rest 0. Taking the
joint transform of Φkk′(x,n, y) with respect to n and y, we have, after some routine
calculations,

Φ∗
kk′(x, z, s)

= exp{−(sI −D0)x}[I +
K∑

l=1

K∑
l′=1

∫ x

0
exp{(sI −D0)u}DlG̃

∗
ll′(z, s)Φ

∗
l′k′(u, z, s)du],

for 1 ≤ k, k′ ≤ K. Differentiating both sides of the above equation with respect to x
we have

∂Φ∗
kk′(x, z, s)

∂x
= −(sI −D0)Φ

∗
kk′(x, z, s) +

K∑
l=1

K∑
l′=1

DlG̃
∗
ll′(z, s)Φ

∗
l′k′(x, z, s), (21)

for 1 ≤ k, k′ ≤ K. From these differential equations, with initial conditions, Φ∗
kk′(0, z,

s) = δ(k − k′)I, 1 ≤ k, k′ ≤ K, the theorem is obtained. 2

Theorem 3.2 gives the analogue of the exponential form of the fundamental period.
The equation (18) can also be obtained when we use (T0, T1) as the coefficient matrices
of the input MAP, where the types of arrivals are indicated by the phases.
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By definition, an MMAP is a MAP when arrivals are not distinguished. Then the
length of a fundamental period of an MMAP/G/1 queue is independent of the types
of the first and the last customers served during the fundamental period. Hence,
the length of a fundamental period of an MMAP/G/1 queue is the same as that of
its corresponding MAP/G/1 queue. Also, we know that the type of the first arrival
of a fundamental period affects the number of arrivals of each type in a fundamental
period but not the total number of arrivals in the fundamental period. Therefore,
we have

G∗(z, s) =
K∑

k′=1

G̃∗
kk′(z, s)|z1=···=zK=z, (22)

for any 1 ≤ k ≤ K. (22) can be verified from (21). Let G̃ = G̃∗(z, s)|{s=0,z1=···=zK=1}.
Then we have

G̃ =


G̃1 · · · G̃K
...

...
...

G̃1 · · · G̃K

 ,

where G̃k′ = G̃∗
kk′(z, s)|{s=0,z1=···=zK=1}, 1 ≤ k′ ≤ K. Let g̃ be the left invariant vector

of G̃. Then g̃ = (g̃1, · · · , g̃K), where g̃k = gG̃k, 1 ≤ k ≤ K. Let µ̃1(k) be the vector
for the expected number of arrivals of type k occurring during a fundamental period
(including the one just before the fundamental period). Similar to (13), we have

µ̃1(k) = [eg̃(I − µ∗T1)− T0 − T1 − T1G̃ + G̃T1]
−1 (23)

·(eg̃ − T0 − T1G̃)e(k), 1 ≤ k ≤ K,

where e(k) is the column vector of dimension mK with elements (k− 1)m + 1 to km
equal to 1 and all others 0. For a busy period, (23) gives the expected number of
customers of type k served in that busy period.

4. Queue Lengths

In Neuts [13], Locantoni [7] and Ramaswami [14] and [16], the queue lengths im-
mediately after an arbitrary departure or at an arbitrary time are discussed in detail.
We will not concern ourselves with those results except those on the distribution of
the queue length at an arbitrary departure. We shall use those results to derive the
distributions of the queue length at an arbitrary arrival and the queue lengths at an
arbitrary arrival of type k, 1 ≤ k ≤ K.
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The stationary probability vector of (qn, Jn) has the form X = (x0,x1, · · ·), where
xn, n ≥ 0, are m-vectors. Let X∗(z) =

∑∞
n=0 znxn. Then we have

X∗(z)[zI − A(z)] = −x0D
−1
0 D(z)A(z). (24)

The vector x0 is given explicitly by

x0 = λ∗(1− ρ)g(−D0). (25)

First, we discuss the queue length at an arbitrary arrival. Let xa,nj be the
stationary probability that at an arbitrary arrival there are n customers in the system
and the phase of the arrival process is j right after the arrival, n ≥ 0, 1 ≤ j ≤ m.
We define xa,n by (xa,n1, · · · , xa,nm), n ≥ 0.

By conditioning on the number of customers in the system and the phase of the
arrival process right after the last departure before an arbitrary arrival, we have
(ignoring the types of arrivals)

xa,0 = x0(−D−1
0 D̃1); (26)

xa,n = x0(−D−1
0 D̃1)

∫ ∞

0
P (n− 1, t)(1− F (t))dtD̃1 (27)

+
∞∑

k=1

xk

∫ ∞

0
P (n− k, t)(1− F (t))dtD̃1, n ≥ 1.

Let X∗
a(z) =

∑∞
n=0 znxa,n. Then we have

X∗
a(z) = x0(−D−1

0 D̃1) + [X∗(z)− x0(−D−1
0 D̃1)z](D0 + zD̃1)

−1A(z)D̃1.

With (24), we have proved

Theorem 4.1. For the MMAP/G/1 queue,

X∗
a(z) = (1− z)x0D

−1
0 A(z)(zI − A(z))−1D̃1, |z| ≤ 1. (28)

2

We define xa,n(k) similarly to xa,n by incorporating the fact that the arrival is of
type k, n ≥ 0, 1 ≤ k ≤ K.
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Theorem 4.2. For the MMAP/G/1 queue, let X∗
a(k, z) =

∑∞
n=0 znxa,n(k), 1 ≤ k ≤

K. Then we have

X∗
a(k, z) =

λ∗

λ∗k
(1− z)x0D

−1
0 A(z)(zI − A(z))−1Dk, 1 ≤ k ≤ K, |z| ≤ 1. (29)

Proof. Again, we condition on the the number of customers in the system and the
phase of the arrival process after the last departure before an arbitrary arrival of type
k. Since the probability that an arbitrary arrival is of type k is λ∗k/λ

∗, we obtain
equations for {xa,n(k), n ≥ 0} by making small changes in (26) and (27), changing
D̃1 to Dk and multiplying λ∗/λ∗k on the right hand sides of (26) and (27). The result
comes with simplifications. 2

Note: To derive the results in Theorems 4.1 and 4.2, the following approach was
suggested by Professor Marcel Neuts.

Let yn be the probability vector that there are n customers in the system at an
arbitrary time, n ≥ 0. The probability that there is an arrival in (t, t + δt) is given
by λ∗δt. The probability vector that there are n customers in the system and there
is an arrival in (t, t + δt) is given by ynD̃1δt. So, the probability vector that there
are n customers in the system at the epoch of an arbitrary arrival is given by

ynD̃1δt

λ∗δt
. (30)

With the relation between {xn} and {yn} (see Lucantoni [7]), (30) leads to (28).
Similarly, (29) can be derived with this method.

This method is useful not only for queue lengths but also for waiting times. In
fact, the results proved in the next section can be obtained by this method. The
proofs in this section and the next section provide support for this simple but very
intuitive method. See Chapter 5 in Neuts [13] for more examples.

5. Waiting Times

The virtual waiting time of the MAP/G/1 queue can be obtained from a gener-
alization of the classical Pollaczek-Khinchin formula which is for the virtual waiting
time in the M/G/1 queue (see Neuts [11] and Ramaswami [14]). We assume that the
service order is FCFS. Let Wj(x) be the joint probability that at an arbitrary time
the arrival process is in phase j and the customer who arrives at that time waits at
most a time x before entering service, 1 ≤ j ≤ m. Let W(x) = (W1(x), · · · , Wm(x)).
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The Laplace-Stieltjes transform is defined as

W∗(s) =
∫ ∞

0
e−sxdW(x).

In Ramaswami [14], it has been shown that

W∗(s) = sy0[sI + D0 + D̃1f
∗(s)]−1, Re(s) ≥ 0, (31)

where y0 is the probability vector that the queue length is zero at an arbitrary time.
It has been shown that

y0 = −λ∗x0D
−1
0 = (1− ρ)g. (32)

We now derive the L.S. transform of the waiting time of an arbitrary arrival.
Then we derive the L.S. transform of the waiting time of an arbitrary arrival of type
k, 1 ≤ k ≤ K. The method used here is from Lindley [6] for the GI/G/1 queue.

Let Wa,j(x) be the joint probability that the waiting time of an arbitrary arrival is
at most x before entering service and the phase of the arrival process right after this
arrival is j, 1 ≤ j ≤ m. Let Wa(x) = (Wa,1(x), · · · , Wa,m(x)). The Laplace-Stieltjes
transform of Wa(x) is denoted by W∗

a(s).

Theorem 5.1. For the MMAP/G/1 queue,

W∗
a(s) =

s

λ∗
y0(sI + D0 + f ∗(s)D̃1)

−1D̃1. (33)

Proof. Let wn be the actual waiting time of the nth customer. Then we have

wn+1 = max{0, wn − vn + Un}

where vn is the service time of the nth customer and Un is the interarrival time
between the nth and the (n + 1)st customer. In steady state, wn and wn+1 have the
same distribution vector Wa(x). Conditioning on the lengths of vn and Un, we have,
for x ≥ 0,

Wa,j(x) =
∫ ∞

0

∫ x+t

0

m∑
i=1

Wa,i(x− u + t)(exp{D0t}D1)ijdtdF (u).

In matrix form, we obtain, for x ≥ 0,

Wa(x) =
∫ ∞

0

∫ x+t

0
Wa(x− u + t)exp{D0t}dtD1dF (u),

14



we have the integral equation

Wa(x) =
∫ x

−∞
Wa(x− u)dH(u), (34)

where
H(u) =

∫ ∞

0
F (t + u)exp{D0t}dtD̃1, −∞ < u < ∞.

We extend the definition of Wa(x) from x ≥ 0 to −∞ ≤ x ≤ ∞ to obtain a new
function V(x). For x < 0, we have

V(x) =
∫ x

−∞
Wa(x− u)

∫ ∞

0
F (t + du)exp{D0t}dtD̃1

=
∫ ∞

0

∫ ∞

x−y
Wa(y)dF (u)exp{D0(u + y − x)}dyD̃1

=
∫ ∞

0
dWa(y)exp{D0y}(−D−1

0 )
∫ ∞

0
dF (u)exp{D0u}dyexp{−D0x}D̃1

= c(−D−1
0 )exp{−D0x}D̃1,

where
c =

∫ ∞

0
dWa(y)exp{D0y}

∫ ∞

0
exp{D0u}dF (u).

Taking the L.S. transform of V(x), denoted by V∗(s), we have, for Re(s) ≥ 0 and
−Re(s) > sp(D0) (the eigenvalue with the largest real part of D0),

V∗(s) = W∗
a(s)H

∗(s),

where H∗(s) is the L.S. transform of H(u) and

H∗(s) =
∫ ∞

−∞
e−st

∫ ∞

0
F (du + t)exp{D0t}dtD̃1

= −f ∗(s)(sI + D0)
−1D̃1.

On the other hand, we have

V∗(s) = [
∫ 0−

−∞
+
∫ 0

0−
+
∫ ∞

0
]e−sxdV(x)

= −c(−D−1
0 )(sI + D0)

−1(−D0)D̃1 − c(−D−1
0 )D̃1 + W∗

a(s).

By combining the above results, we have

W∗
a(s) = sc(−D−1

0 )(sI + D0 + f ∗(s)D̃1)
−1D̃1.
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The constant vector c is the probability vector that there is no arrival during the
waiting period of a customer and there is no arrival when this customer is being
served, which is the probability vector that a departure leaves an empty queue, i.e.,
x0.

(33) comes from (32). 2

We define the vector Wa(k, x) to be the conditional distributions of the waiting
time of an arbitrary arrival of type k. W∗

a(k, s) is the L.S. transform of Wa(k, x).

Theorem 5.2. For the MMAP/G/1 queue, we have, for 1 ≤ k ≤ K,

W∗
a(k, s) =

s

λ∗k
y0(sI + D0 + f ∗(s)D̃1)

−1Dk, Re(s) ≥ 0. (35)

Proof. Without loss of generality, we assume that there are only two different types
of arrivals, and we discuss the waiting times of arrivals of type 1. We define

Hi(u) =
∫ ∞

0
F (u + t)exp{D0t}dtDi, −∞ < u < ∞, i = 1, 2. (36)

Let H∗
i (s) be the L.S.transform of Hi(u), i = 1, 2. It is easy to derive

H∗
i (s) = −f ∗(s)(sI + D0)

−1Di, Re(s) ≥ 0, i = 1, 2. (37)

Since we have two types of arrivals, there may be some arrivals of type 2 between
two successive arrivals of type 1. The pattern of arrivals between two successive
arrivals of type 1 is of the form 1, 2, · · · , 2, 1. We denote by “*” the convolution of
two functions. Let L0(x) = Wa(1, x),

Ln(x) = Ln−1 ∗H2(x) n ≥ 1, x ≥ 0.

Conditioning on the phase of the arrival process after an arrival of type 1 and the
number of arrivals of type 2 until the next arrival of type 1, we have, for x ≥ 0,

Wa(1, x) =
∞∑

n=0

Ln ∗H1(x). (38)

For n ≥ 1, let L̃(x) be the extension of Ln(x) from (0,∞) to (−∞,∞). For x < 0,
we have

L̃n(x) = cn−1(−D−1
0 )exp{−D0x}D2,

where
cn−1 =

∫ ∞

0
dLn−1(y)exp{D0y}

∫ ∞

0
exp{D0u}dF (u), n ≥ 1.
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We denote by L̃∗
n(s) and L∗

n(s) the L.S.transform of L̃n(x) and Ln(x), respectively,
n ≥ 0. Then we have

L̃∗
n(s) = L∗

n−1(s)H
∗
2 (s), n ≥ 1.

We also have

L∗
n(s) = L̃∗

n(s)− [
∫ 0−

−∞
+
∫ 0

0−
]e−sxdL̃n(x)

= L∗
n−1(s)H

∗
2 (s) + cn−1(−D−1

0 )D2 + cn−1(−D−1
0 )(sI + D0)

−1(−D0)D2

= L∗
n−1(s)H

∗
2 (s) + scn−1(−D−1

0 )(sI + D0)
−1D2

...

= W∗
a(1, s)[H

∗
2 (s)]n + s

n−1∑
i=0

ci(−D−1
0 )(sI + D0)

−1D2[H
∗
2 (s)]n−1−i.

We extend the function Wa(1, x) from [0,∞) to (−∞,∞), denoting it by V(1, x), or
equivalently, we extend Ln ∗H1(x) from [0,∞) to (−∞,∞). We have∫ ∞

−∞
e−sxdV(1, x)

=
∞∑

n=0

Wa(1, s)[H
∗
2 (s)]nH∗

1 (s) + s
∞∑

n=1

n−1∑
i=0

ci(sI + D0)
−1D2[H

∗
2 (s)]n−1−iH∗

1 (s)

= [Wa(1, s) + sc(−D−1
0 )(sI + D0)

−1D2](I −H∗
2 (s))−1H∗

1 (s)

(on the other hand)

= [
∫ 0−

−∞
+
∫ 0

0−
+
∫ ∞

0
]e−sxdV(1, x)

= Wa(1, s) +
∞∑

n=1

[cn−1(−D−1
0 )(sI + D0)

−1D0D2 − cn−1(−D−1
0 )D2]

= Wa(1, s)− sc(−D−1
0 )(sI + D0)

−1D2,

where c =
∑∞

n=0 cn. Then we have

W∗
a(1, s)(I + (sI + D0 + f ∗(s)D2)

−1f ∗(s)D1)

= sc(−D−1
0 )(sI + D0 + f ∗(s)D2)

−1D1.

17



Therefore,

W∗
a(1, s) = sc(−D−1

0 )(sI + D0 + f ∗(s)(D1 + D2))
−1D1.

Now, we only need to prove that

c =
λ∗

λ∗1
x0. (39)

To this end, we suppose that the queue is in steady state and starts at 0 with an
arrival of type 1. Let Fn,j be the event that the nth arrival leaves the system with
an empty queue and the phase of the arrival process is j. IA is the indicator of the
event A. Let η0 = 0 and let

ηn = min{k : k > ηn−1 and the kth arrival is of type 1}, n ≥ 1.

Let
ω(n) = max{k : ηk ≤ n}, n ≥ 0.

Then we have

x0 = lim
n→∞

n∑
i=0

(IFi,1
, · · · , IFi,m

)

n

= lim
n→∞

ω(n)

n
[

ω(n)−1∑
i=0

η(i+1)−1∑
l=η(i)

(IFl,1
, · · · , IFl,m

)

ω(n)
]

=
λ∗1
λ∗

E[
η(1)−1∑
n=0

(IFn,1 , · · · , IFn,m)]

=
λ∗1
λ∗

E[
∞∑

n=0

(IFn,1∩{η(1)>n}, · · · , (IFn,m∩{η(1)>n})]

=
λ∗1
λ∗

∞∑
n=0

cn.

The last equality is true because cn is the conditional probability that an arbitrary
departure leaves an empty queue and this departure is the nth arrival of type 2 after
the last arrival of type 1 (if n = 0, it is an arrival of type 1.) 2
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6. MMAP (K)/GK/1 Queues

The MMAP(K)/GK/1 queue is defined the same way as an MMAP(K)/G/1 queue
except that the service times of customers of different types are different. This means
that an MMAP(K)/GK/1 queue has an MMAP input process with K types of arrivals
and customers of type k have service time distribution Fk(x) (L.S. transform f ∗k (s)),
1 ≤ k ≤ K. We assume that the service order is FCFS. We use the same notation
as we used in Sections 3 and 5. Here, the traffic intensity is defined as

ρ =
K∑

k=1

λ∗kµ
∗(k), (40)

where µ∗(k) = −(f ∗k (s))′|s=0, the mean service time of arrivals of type k, 1 ≤ k ≤ K.
We assume that ρ < 1 so that the queue is stable.

Since the input MMAP(K) consists of K dependent MAPs, the MMAP (K)/GK/1
queue is rather a general model. Many familiar queueing systems, such as the single
sever queue with a superposition input process and the MAP/G/1 queue, can be
obtained as special cases of the MMAP (K)/GK/1 queue. Results in Sections 3
(fundamental period) and 5 (waiting times) for the MMAP(K)/G/1 queue can be
generalized. Unfortunately, the extension of the standard analysis of MAP/G/1
based on the queue length process (Section 4) is impossible, since one needs to keep
track of the number of customers in the system, the phase of service, and the type of
next service.

6.1. The Fundamental Period

The study of the fundamental period of the MMAP (K)/GK/1 queue is entirely
similar to that of the MMAP/G/1 queue. However, we assume that the customers
served during a fundamental period are those which arrived during the fundamental
period, except the first one. This additional assumption affects only the fundamental
period, but does not make any difference to the busy period with only one customer
at the beginning.

We define G̃kk′(n, x) to be the matrix with elements the conditional probability
that the first passage time from level i+1 to level i occurs before time x, there are a
total of n1 + · · · + nK customers with n1 customers of type 1, · · ·, nK customers of
type K arriving and being served during that time, and the last arrival before level i
is reached is of type k′, given that the last arrival before time 0+ is of type k.

Theorem 6.1. For the MMAP (K)/GK/1 queue, the matrix Φ∗(x, z, s) is given by

Φ∗(x, z, s) = e−sxexp{(T0 + T1G̃
∗(z, s))x}. (41)
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The matrix G̃∗(z, s) satisfies the equation

G̃∗(z, s) =
∫ ∞

0


z1F1(dx)I

. . .

zKFK(dx)I

Φ∗(x, z, s). (42)

Proof. The proof is the same as in the proof of Theorem 3.2, except that F (x) in
Theorem 3.2 should be replaced by Fk(x) accordingly, 1 ≤ k ≤ K. 2

Since the commutativity of the matrices G and T0 + T1G is unknown, we can not
use (13), (14) and (23) to compute µ̃1, µ̃1(k) and µ̂1. Fortunately, we do have the
following simple formulas.

Corollary 6.2. For the MMAP (K)/GK/1 queue, let ḡ be the stationary probability
vector of T0 + T1G. We have

µ̃1(k) = [I − (I −G)(eḡ − T0 − T1G)−1T1 −


µ∗(1)e

...
µ∗(K)e

 ḡT1]
−1e(k), (43)

for 1 ≤ k ≤ K, and

µ̂1 = [I − (I −G)(eḡ − T0 − T1G)−1T1 −


µ∗(1)e

...
µ∗(K)e

 ḡT1]
−1


µ∗(1)e

...
µ∗(K)e

 , (44)

provided that the inverse in (43) and (44) exists.

Proof. Similar to the proof of Theorem 3.1. 2

6.2. Waiting Times

We study the waiting times for an arbitrary arrival and an arbitrary arrival of
type k, 1 ≤ k ≤ K.

Theorem 6.3. For the MMAP (K)/GK/1 queue, we have, for Re(s) ≥ 0 and
−Re(s) > sp(D0) (the eigenvalue with the largest real part of D0),

W∗
a(s) = −sx0D

−1
0 (sI + D0 +

K∑
i=1

f ∗i (s)Di)
−1D̃1; (45)

W∗
a(k, s) = −s

λ∗

λ∗k
x0D

−1
0 (sI + D0 +

K∑
i=1

f ∗i (s)Di)
−1Dk, 1 ≤ k ≤ K. (46)
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Proof. The proof is similar to the proofs of Theorems 5.1 and 5.2. However, there
are some differences due to the difference of service times of arrivals of different types.
Hence, we give the following outline.

First, we prove (45). We define W̄k(x) to be the distribution of the waiting times
of an arbitrary arrival of type k, conditioned on the phase of the arrival process right
after the arrival epoch. W̄∗

k(s) is the L.S.transform of W̄k(x). Then we have

W∗
a(s) =

K∑
k=1

W̄∗
k(s).

Let

Hkk′(u) =
∫ ∞

0
Fk(t + u)exp{D0t}dtDk′ , −∞ < u < ∞, 1 ≤ k, k′ ≤ K.

Similarly to (34), we have, for 1 ≤ k′ ≤ K,

W̄k′(x) =
K∑

k=1

W̄k ∗Hkk′(x),

which yields

W̄∗
k′(s)−s

K∑
k=1

c(k)(−D−1
0 )(sI +D0)

−1Dk′ = −[
K∑

k=1

W̄∗
k(s)f

∗
k (s)](sI +D0)

−1Dk′ , (47)

where

c(k) =
∫ ∞

0
dW̄k(y)exp{D0y}

∫ ∞

0
exp{D0u}dFk(u), 1 ≤ k ≤ K.

Let

U∗(s) =
K∑

k=1

W̄∗
k(s)f

∗
k (s).

With (46), we have

U∗(s) = s(
K∑

k=1

c(k))(−D−1
0 )(sI + D0 +

K∑
k=1

f ∗k (s)Dk)
−1(

K∑
k=1

f ∗k (s)Dk).

Summing on both sides of (47) with respect to k, we obtain (45) except that we need
to prove

∑K
k=1 c(k) = x0. But the same reasoning in the proof of Theorem 3.4 to the

vector c is still true in this case.
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For (46), the case when K = 2 is exactly the same as the case in Theorem
5.2. For K ≥ 3, we need to consider more complicated patterns of arrivals between
two successive arrivals of type 1, since we have multi-type of arrivals with different
service times. For example, arrivals between two successive arrivals of type 1 can
occur only in the pattern (1, 2, · · · , 2, 1) when K = 2, while we have (1, k1, · · · , kn, 1),
2 ≤ k1, · · · , kn ≤ K, for K ≥ 3. So, instead of Ln(x), we have to define functions
L1,k1,···,kn(x) for all possible patterns of (k1, · · · , kn). The derivation is similar to
Theorem 5.2 and the generalization is straightforward. We omit the details. 2

For the vector x0, we have the following theorem.

Theorem 6.4. For the MMAP (K)/GK/1 queue,

λ∗x0D
−1
0 e = 1− ρ. (48)

Proof. We denote by η(s) the eigenvalue with the largest real part of D0 +∑K
k=1 fk(s)Dk. u(s) and v(s) are the corresponding left and right eigenvectors of

η(s) respectively. u(s) and v(s) can be chosen to be differentiable, u(s)v(s) = 1 and
u(s)e = 1. It is obvious that lims→0 η(s) = 0, lims→0 u(s) = θ and lims→0 v(s) = e.
By a routine method (see Lemma 1.3.3 in Neuts [10]), we have

η′(0) = lim
s→0

u(s)[D0 +
K∑

k=1

f ∗k (s)Dk]
′v(s)

= −
K∑

k=1

µ∗(k)λ∗k

= −ρ.

Since D is irreducible, D0 +
∑K

k=1 f ∗k (s)Dk is irreducible. Therefore, the largest eigen-
value of D0 +

∑K
k=1 f ∗k (s)Dk has algebraic multiplicity 1 and geometric multiplicity 1.

By using the Jordan canonical form of D0 +
∑K

k=1 f ∗k (s)Dk, we have

lim
s→0

(I +
D0 +

∑K
k=1 f ∗k (s)Dk

s
)−1 = eθ

1

(1 + η′(0))
.

Therefore, we have

W∗
a(0)e = − lim

s→0
x0D

−1
0 (I +

D0 +
∑K

k=1 f ∗k (s)Dk

s
)−1D̃1e

= −x0D
−1
0 eλ∗/(1 + η′(0))

= 1,
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which yields (48). 2

Let pkj,k′j′ be the probability that the embedded MRP at departures reaches level
0 for the first time, does so in state (0, j′) and the last arrival before the level 0
is reached is of type k′, given that the process started in phase (0, j) and the last
arrival before starting is of type k. P is the matrix with elements pkj,k′j′ . Similar
to Ramaswami [14], we have

P = −T−1
0 T1G. (49)

Let x0(k) be the probability that the last arrival before an arbitrary departure is of
type k and the queue length after the departure is zero, 1 ≤ k ≤ K. Clearly, we
have x0 =

∑K
k=1 x0(k). Let x̃0 = (x0(1), · · · ,x0(K)). By Theorem 6.4, the vector x̃0

satisfies
x̃0P = x̃0 and − λ∗x̃0T

−1
0 e = 1− ρ. (50)

This gives a method for computing the vector x0. If we still denote by y0 the
probability vector of seeing an empty queue at an arbitrary time, (32) is still true.
Therefore, the method for the computation of y0 is given.

6.3. The BMMAP (K)/GK/1 Queue

We give a short discussion on the BMMAP (K)/GK/1 queue where batch ar-
rivals are allowed for the input process. The BMMAP(K) with batch arrivals can be
defined with coefficient matrices {D0, Dn,n ∈ Ω}, where Ω is a finite set of nonneg-
ative vectors of dimension K. Dn is the coefficient matrix for arrivals where each
arrival corresponds to a group of customers, including n1 customers of type 1, ..., nK

customers of type K.

We now modify the BMMAP (K)/GK/1 queue with batch arrivals to an ordinary
MMAP (K)/GK/1 queue by remarking the group arrivals with the transition matrix
Dn as type n. The service times for arrivals of type n in the modified queueing
system are i.i.d.r.v.s with distribution function F

(n1)
1 ∗ · · · ∗ F

(nK)
K (x), n ∈ Ω. The

busy periods of the two queueing systems are the same. The least waiting time
(FCFS) for customers in a group for the BMMAP (K)/Gk/1 queue is the same as
the waiting time of an arbitrary arrival in the modified system. We omit the details.

7. Probabilistic Interpretations with the Time Reversal

So far, we have discussed the distributions of queue lengths and waiting times
of customers of different types and at different times. As we mentioned in Section
1, those distributions are different for customers of different types. It is natural
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to inquire about the source of those differences and what factors influence those
distributions. In this section, we use time reversal method to analyze the problem.
What we found is that the phase of the arrival process plays an important role.
Customers of different types have different views of the queueing system because the
probabilities that customers of a certain type come from a certain phase may be
different from others.

We define a new MMAP ∗, associated with the MMAP, by coefficient matrices
{Λ−1DT

0 Λ, Λ−1DT
k Λ, 1 ≤ k ≤ K}, where Λ = diag(θ) and the superscript T is

transpose. The MMAP and the MMAP ∗ have the same arrival rate and the same
stationary distribution vector. Let

d(k) =
θΛ−1DT

k Λ

λ∗k
, 1 ≤ k ≤ K. (51)

di(k) is the probability that the MMAP ∗ is in phase i after an arrival of type k, so
di(k) is the probability that an arrival of type k of the MMAP is from phase i.

We define Ŵi(x) = Wi(x)/Wi(∞), 1 ≤ i ≤ m, and

Ŵ(x) = (Ŵ1(x), · · · , Ŵm(x)).

With (35), it can be proved that

Wa(k, x)e =
m∑

i=1

Ŵi(x)di(k). (52)

Then, for a MAP/G/1 queue, the waiting times of arrivals of type k are determined
by the vector d(k) and conditional waiting times at an arbitrary time. When the
conditional distributions of the waiting time at an arbitrary time are greatly different
from one phase to another, waiting times of customers of different types may be
significantly different if the weights {di(k)} are different for different k.

From (28) and (29), we know that the same reasoning goes through for queue
lengths.

For the relations between the queue expected to be seen by an arbitrary customer
and the queue expected to be seen by an arbitrary customer of a special type, we have
the following equations from (28), (29), (33) and (35), for the MMAP/G/1 queue.

X∗
a(z) =

K∑
k=1

λ∗k
λ∗

X∗
a(k, z); (53)

W∗
a(s) =

K∑
k=1

λ∗k
λ∗

W∗
a(k, s). (54)
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From the above discussions and equations, we know that the queue length (or
the waiting time) at an arbitrary arrival is the average of the queue lengths (or the
waiting times) at the arrivals of different types. This shows why in some cases the
classical descriptors are not enough to characterize the queueing system.
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APPENDIX A

The invertibility of the matrix M = eg(I − µ∗D̃1)−D − D̃1G + GD̃1

Proof. Suppose that M is singular. Then there exists a nonzero vector u satisfying
uM = 0.
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If ue = 0, we have

u(D0 + D̃1G + (I −G)D̃1) = 0. (55)

Multiplying G on both sides of the above equation, we obtain

u(D0 + D̃1G)G + u(I −G)(D̃1G + D0)− u(I −G)D0 = 0. (56)

With (55) and the commutativity of G and D0+D̃1G, the above equation is simplified
as

u(I −G)D = 0. (57)

If u(I −G) = 0, then u = cg, where c is a nonzero constant, which contradicts to
ue = 0.

If u(I−G) 6= 0, then u(I−G) = cθ, where c is a nonzero constant. Then cθe = 0,
which contradicts to θe = 1.

If ue 6= 0, we assume that ue = 1. Then we have

g(I − µ∗D̃1) = u(D0 + D̃1G + (I −G)D̃1). (58)

Multiplying G on both sides of the above equation, we obtain

g(I − µ∗D̃1G) = g(I − µ∗D̃1)− u(I −G)D. (59)

Since g(D0 + D̃1G) = 0, we have gD̃1G = −gD0. (59) is simplified as

[gµ∗ − u(I −G)]D = 0. (60)

If gµ∗ − u(I −G) = 0, then µ∗ge = 0, which contradicts to ge = 1.

If gµ∗ − u(I −G) 6= 0, then gµ∗ − u(I −G) = cθ. We have c = µ∗ and

µ∗(g − θ) + u(I −G) = 0. (61)

With (58) and (61), we have

1− µ∗gD̃1e = u(I −G)D̃1e

= µ∗(−gD̃1e + θD̃1e).

The last equation implies 1 = µ∗λ∗, which contradicts to ρ < 1.

Therefore, M is invertible.
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