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Abstract

Several useful point processes such as the Markovian arrival process, the input and departure
processes of �nite-capacity Markovian queues, and various models for counters and biological
phenomena are obtained by considering Markov chains with marked transitions. This point of
view yields many examples of interesting dependent point processes and provides a uni�ed
formalism for their study. This paper presents some characterizations of Markov chains with
marked transitions. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

The considerations in this paper apply to Markov chains with a discrete or a con-
tinuous time parameter. Although the analysis to be presented can be carried out for
chains with in�nite state spaces, all but a few cases of applied interest involve �nitely
many states. We therefore restrict our attention to point processes generated by marked
transitions of an m-state; irreducible; continuous parameter Markov chain with a gen-
erator D.
Before proceeding with the main discussion, we remove the inessential restriction

– transitions from a state to itself are not allowed – that is commonly imposed on
continuous parameter Markov chains. The easiest way to remove that restriction is to
consider the m-state Markov renewal process with an irreducible embedded Markov
chain with transition probability matrix P and exponential sojourn time distributions
given by

Fij(x) = 1− exp{−�ix} (1)
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for 16i; j6m. The m-state Markov chain with generator D is then none other than the
semi-Markov process corresponding to that Markov renewal process. The generator D
and the parameters P and �i; 16i6m, of the Markov renewal process are related by

Dii = −(1− Pii)�i for 16i6m (2)

and

Dij = Pij�i for 16i; j6m; i 6= j: (3)

We denote the stationary probability vector of D by �.
We consider a �nite or countable set C 0 of nonzero K-tuples of nonnegative inte-

gers, where K is a �xed �nite positive integer. A generic element of C 0 is denoted
by h=(h1; : : : ; hK), where hk is a nonnegative integer, 16k6K , and at least one of
{hk , 16k6K} is positive. The set C 0 may have di�erent interpretations according to
circumstances. In many instances, the set C 0 is used in cases where transitions may
bear multiple labels. For example, K can be the number of possible types of arriving
customers to a queue with batch arrivals and hk the number of type k customers in a
batch.
We consider a Markov renewal process {(Jn; Ln; �n); n¿0} on the state space

[{1; : : : ; m} × C 0]× [0;∞)

with the transition probability matrix

P{Jn = j; Ln = h; �n6x | Jn−1 = i} =
[ ∫ x

0
exp(D0u) duDh

]
ij

(4)

with 16i; j6m, h∈C 0, x¿0. For convenience, we set �0 = 0. The matrices Dh are
nonnegative. The matrix D0 has negative diagonal elements and is assumed to be
nonsingular. That requirement serves to ensure that, with probability one, in�nitely
many transition epochs are marked. In addition, we have that

D = D0 +
∑
h∈C 0

Dh: (5)

The point process de�ned by matrices {D0; Dh; h∈C 0} is called a Markovian arrival
process with marked arrivals which is abbreviated as MMAP.

Example a (The Markovian arrival process). Let the set C 0 = {C} be the set of
nonnegative integers. Dh is interpreted as the matrix of transition rates which involve
the “arrival” of a batch of size h. The point process generated by the epochs and
the batch sizes of successive arrivals is the batch Markovian arrival process (BMAP).
That process is extensively used in modeling arrival processes to queues, see Asmussen
and Ramaswami (1990), Lucantoni (1991), Lucantoni et al. (1990), and Neuts (1981).
The BMAP, which has many useful particular cases, often leads to algorithmically
tractable models. An extension using multiple labels can be used to model Markovian
arrival processes of batches with several types of customers.
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Example b (The input and output processes of Markovian queues). Markovian queues
are described by continuous parameter Markov chains. For �nite capacity queues, we
may label the transitions corresponding to an arrival by a; those consisting of a de-
parture by d . The set C 0 now consists of the elements a and d and the transition rate
matrix D is accordingly written as the sum of D0, Da and Dd . As a speci�c example,
for the elementary loss system with c channels and exponential inter arrival and service
times, the nonzero elements of these matrices are given by

(D0)ii = −�− i� for 06i6c − 1;
(D0)cc = −c�;

(Da)i; i+1 = � for 06i6c − 1;
(Dd)i; i−1 = i� for 16i6c:

That example can readily be adapted to focus, for example, on the departure process
only when at least c′6c channels are busy or, by adding one more state, to include
as di�erently marked transition epochs when calls are lost (the over
ow process).
Neuts (1991) discusses an unbounded queueing model for which the joint distribution
of the numbers of arrivals and departures is studied essentially by considering marked
transitions.

Example c (A thinning operation). Several models for excitatory and inhibitory impulse
streams in neurons as well as certain labeling operations for packet streams in com-
munications models may be viewed as selective thinning operations whereby a given
point process is thinned by interactions with a second point process (see Neuts, 1993).
To consider a speci�c example, we use a MAP with single arrivals and parameter
matrices C0 and C1 of order m. There is a second, independent Poisson process of
rate �. Events in the MAP are labeled 1 if in the superposition of both processes, they
are immediately preceded by an event in the Poisson process and they are labeled 2,
otherwise. The process with labeled transitions is a MAP with parameter matrices

D0 =
(

C0 − �I �I
0 C0

)
; D1 =

(
0 0
C1 0

)
; D2 =

(
C1 0
0 0

)
:

If the rate � is very high, most points are labeled 1 and, as � decreases, more and more
receive the label 2. In addition, it is to be expected that the attrition of points labeled 1
is most pronounced where the original points are clustered. For a �xed value of �, we
can so separate the arrival stream into two dependent thinned point processes, the
�rst re
ecting the unclustered behavior, the second representative of the clusters. That
labeling procedure, which is but one of many, can be used to quantify the sensitivity
of a queue to clustering in the input stream (see Liu and Neuts, 1994).
The Markov arrival process with marked transitions (MMAP) is useful in modeling

input processes of stochastic systems with several types of items (e.g., customers or or-
ders). In telecommunications, for instance, a multi-service network provides voice, data,
and video services (see Roberts, 1991). The nature of the transmitted information from
those sources is dramatically di�erent. A uniform formulation to describe the input
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process while each source is still distinguishable will be useful in analyzing the in-

uence of information from each source on the system. In manufacturing, multi-item
orders are common in practice. The MMAP can be used to model the demand process
at the item level so that an inventory control analysis can be carried out in terms of
individual items while the correlation of di�erent items is considered as well.
The remainder of the paper is organized as follows. In Section 2, the counting process

associated with the MAP with marked transitions is studied in detail. In Section 3,
some characterizations of the MMAP, such as the types of arrivals, Palm measures,
peakedness functions, and �rst passage times, are discussed. These descriptors give
some basic characteristics of the MMAP. In Section 4, we show some closure properties
of the MMAP under several kinds of transformations and operations.

2. The counting process

Without loss of generality, we assume that an arrival marked by h∈C 0, h =
(h1; : : : ; hK), carries hk items of type k, 16k6K . Therefore, there are total of K
types of items. We denote by Nk(t) the number of items of type k arriving in (0; t),
16k6K . N (t) = (N1(t); : : : ; NK (t)) is called the counting process of the MMAP,
where {Nk(t); 16k6K} are Markov additive processes.

2.1. Basic properties

Let z = (z1; : : : ; zK). We de�ne the matrix of generating functions

D∗(z) = D0 +
∑
h∈C 0

zhDh; 06zk¡1; 16k6K; (6)

where zh= zh11 · · · zhKK . Let n=(n1; : : : ; nK), where n1; : : : ; nK are nonnegative integers.
Let J (t) be the phase of the Markov renewal process {Jn; Ln; �n} at time t. We de�ne

pij(n; t) = P(N (t) = n; J (t) = j | J (0) = i); 16i; j6m:

The matrix with these elements is denoted by P(n; t). {P(n; t); n¿0} satisfy the
Kolmogorov di�erential equations

P′(n; t) = P(n; t)D0 +
∑

h6n;h∈C 0

P(n − h; t)Dh; n¿0: (7)

Using Eq. (7), it can be shown by routine calculations that the generating function of
N(t), P∗(z; t) =∑n¿0 z

nP(n; t), is given by

P∗(z; t) = exp{t D∗(z)}: (8)

The stationary version of the MMAP is obtained by choosing the initial phase according
to the probability vector � (which is the stationary probability vector of the underlying
Markov process D).
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When we consider only the point process formed by items of type k, we obtain a
BMAP with coe�cient matrices

D0(k) = D0 +
∑

h∈C 0 ; hk=0

Dh; Dn(k) =
∑

h∈C 0 ; hk=n

Dh; n¿1

and the counting process Nk(t), 16k6K . Similarly, the point process consisting of all
items regardless of type is a BMAP with coe�cient matrices

Dn =
∑

h∈C 0 ; h1+···+hK=n

Dh; n¿1

and with counting process Nall(t) =
∑K

k=1 Nk(t).
For details about the counting process of the BMAP, we refer to Lucantoni (1991),

Narayana and Neuts (1992) and Neuts (1979). Some results from those papers are also
used here.

2.2. The �rst and second moments and the correlations

Let

D =
∞∑
n=1

nDn; D =
∞∑
n=2

n2Dn; (9)

D(k) =
∞∑
n=1

nDn(k); D(k) =
∞∑
n=2

n2Dn(k); 16k6K: (10)

We de�ne factorial moment functions

M(k1 ;:::; ki)(t) =
@iP∗(z; t)
@zk1 · · · @zki

∣∣∣∣
z1=···=zK=1

; 16k1; : : : ; ki6K; i¿1

for the MMAP and

Mi(t) =
@i(P∗(z; t)|z1=···=zK=z)

@zi

∣∣∣∣
z=1

; i¿0;

for the BMAP which consists of items of all types.
For the mean matrix, it was proved (see Eq. (16) in Narayana and Neuts, 1992) that

M(k)(t) =
∫ t

0
exp{Du}D(k) exp{D(t − u)} du; 16k6K: (11)

Therefore, in the stationary version, the mean number of items of type k arriving in
(0; t) is given by

E�Nk(t) = �M(k)(t)e = �∗k t;
where �∗k = �D(k)e, the arrival rate of items of type k, 16k6K , and e is the column
vector with all components one. For Nall(t), the arrival rate is �∗ = �De. Apparently,

M1(t) =
K∑

k=1

M(k)(t) and �∗ =
K∑

k=1

�∗k : (12)
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For the second moment, it was proved (see Eq. (17) in Narayana and Neuts,
1992) that

M(k; k)(t) = 2
∫ t

0

∫ u

0
exp{Dv}D (k) exp{D(u− v)} dvD (k) exp{D(t − u)} du

+
∫ t

0
exp{Du}[D (k)− D (k)] exp{D (t − u)} du: (13)

Next, we consider the correlation of the numbers of items of any two types at time t.
Without loss of generality, we assume that K =2.

Theorem 2.1.

M(1;2)(t) = 1
2 [M2(t)−M(1;1)(t)−M(2;2)(t)]: (14)

Proof. Eq. (14) is a matrix generalization of the elementary identity satis�ed by any
two real numbers v1 and v2:

v1v2 = 1
2 [(v1 + v2)(v1 + v2 − 1)− v1(v1 − 1)− v2(v2 − 1)]:

Theorem 2.1 can be proved by setting v1 = N1(t) I{J (t) = j}, and v2 = N2(t) I{J (t) =
j}, then taking expectation of both sides of the above equation given J (0) = i.
The function I{J (t) = j} is 1 if J (t) = 1 is true and 0, otherwise. Details of the
proof are omitted.

We introduce the following vectors and constants:

c = �D(e�− D)−1; d = (e�− D)−1De; �** = �De;

c(k) = �D (k)(e�− D)−1; d(k) = (e�− D)−1D (k)e; �**k = �D (k)e

for 16k62. By pre-multiplying � and post-multiplying e on both sides of Eq. (14),
we obtain that

�** = �**1 + �**2 + 2v∗1;2;
where v∗1;2 = �V1;2e and

V1;2 =
@2D∗(z)
@z1@z2

∣∣∣∣
z1=z2=1

=
∑

h∈C 0 ;h=(h1 ; h2)

h1h2Dh:

The variance of Nk(t) in the stationary version is given by

var(Nk(t)) = [�**k − 2(�∗k )2 + 2c (k)D (k)e]t

− 2c (k)[I − exp{Dt}]d (k); 16k62; (15)

where I is the identity matrix. Dropping k from that formula yields the variance
of Nall(t).
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Theorem 2.2. For the stationary version of the MMAP, the correlation of N1(t) and
N2(t) is given by

Cov(N1(t); N2(t)) = �12t − [c (1)(I − exp{Dt})d(2)

+ c(2)(I − exp{Dt})d(1)]; (16)

where

�12 = v∗1;2 − 2�∗1 �∗2 + c (1)D (2)e + c (2)D (1)e: (17)

Proof. For the stationary version of the MMAP, we have

Cov(N1(t); N2(t)) = 1
2 [var(N1(t) + N2(t))− var(N1(t))− var(N2(t))]:

Then simple calculations yield formulas (16) and (17).

2.3. Asymptotic normality

Let

�Nk(t) =
Nk(t)− �∗k t

�k
√
t

; 16k6K;

where �k is the coe�cient of t in Eq. (15) for the variance of Nk(t).

Theorem 2.3. Let �N (t) be the row vector with elements �Nk(t). Then we have

lim
t→∞

�N (t) = N(0; �) (in distribution); (18)

where N(0; �) is the multivariate normal distribution and � is the covariance matrix
with elements

�k1k2

�k1�k2
; 16k1; k26K:

Proof. This result is standard because of the regenerative properties of the counting
process {N (t)}. It can be proved in a standard manner (e.g., see pp. 136–137 of
Asmussen, 1987; Keilson and Wishart, 1964).

3. Some characteristics of the MMAP

The arrivals of an MMAP being of di�erent types, it is useful to know how to
distinguish them or to examine when arrivals of a certain type occur. Also, it is useful
to see how the arriving process of arrivals of a special type a�ects the behavior of
the process Nall(t). In this section, we study the types of arrivals and the peakedness
functions of the arrival process. We also consider the �rst passage time to the arrival
of an item of a speci�c type and the behavior of the MMAP during that �rst passage.
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3.1. The types of arrivals

We consider the label of an arrival at its arriving epoch, the label of the last arrival
before time t, or the label of the �rst arrival after time t. These are three ways to
observe the arrivals. Let C 0 = {h1; : : : ; hn0}, where n0 is a �nite positive integer. Let
L(t) be the label of the last arrival before time t. (L(t); J (t)) is a Markov process with
the in�nitesimal generator

Q =




D0 + Dh1 : : : Dhn0
...

. . .
...

Dh1 : : : D0 + Dhn0


 :

Theorem 3.1. For the stationary version of the MMAP, we have the following results.
(a) Backward looking: The probability that the last arrival before an arbitrary time

t is marked by h is given by −�DhD−1
0 e, h∈C 0.

(b) Forward looking: The probability that the �rst arrival after an arbitrary time t
is marked by h is given by −�D−1

0 Dhe, h∈C 0.
(c) At the arrival: The probability that an arbitrary arrival is of type h is given by

�∗h =�∗, where �∗h = �Dhe, h∈C 0.

Proof. Part (a) is from the stationary probability distribution of Q, which is given by
(−�Dh1D

−1
0 ; −�Dh2D

−1
0 ; : : : ;−�Dhn0D

−1
0 ).

Part (b) is obtained from the fact that the probability that the next arrival is of type
h is ∫ ∞

0
exp{D0 t}Dh dt = −D−1

0 Dh; h∈C 0:

Also, from the above equation, the transition matrix of the embedded Markov chain
(Ln; Jn) at arrival epochs is

Pe =




−D−1
0 Dh1 : : : −D−1

0 Dhn0
...

. . .
...

−D−1
0 Dh1 : : : −D−1

0 Dhn0


 :

The left invariant vector of Pe leads to part (c).

Next, we consider more complicated types of arrivals. Given a string (k1; : : : ; ki),
16k1; : : : ; ki6n0, a run of type (k1; : : : ; ki) is de�ned as i consecutive arrivals for which
the jth arrival is marked by hkj , 16j6i. Similarly to Theorem 3.1, the probabilities
of a run of type (k1; : : : ; ki) are
(a) Backward looking: �(−Dhk1D

−1
0 ) · · · (−Dhki D

−1
0 )e:

(b) Forward looking: �(−D−1
0 Dhk1 ) · · · (−D−1

0 Dhki )e:
(c) At the arrival:

�(−Dhk1D
−1
0 ) · · · (−Dhki−1

D−1
0 )Dhki e

�∗ :
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3.2. Palm functions and peakedness functions

The Palm measure and peakedness function are important descriptors of point pro-
cesses (see Daley and Vere-Jones, 1988; Eckberg, 1983). Neuts and Latouche (1986)
discussed the Palm and peakedness functions of the superposition of independent
BMAPs. In this subsection, we study the Palm and peakedness functions for each
type of arrivals and their relations with the BMAP consisting of arrivals of all types.
The probability distribution vector of the phase immediately after an arbitrary arrival

marked by h is given by (�Dhe)−1�Dh. So, the probability distribution vector of the
phase immediately after an arrival of type k is given by

�arr(k) =
�D(k)
�∗k

; 16k6K: (19)

�arr = (�∗)−1�D is the probability distribution vector of the phase immediately after
an arbitrary arrival (of any type).
With these probability vectors, we can de�ne Palm functions for stochastic processes

of items of di�erent types at di�erent arrival epochs. Let Hk1 (k2; t) = E[Nk2 (t) | an item
of type k1 arrives at time 0], the expected number of items of type k2 arriving in (0; t),
given that there is an item of type k1 arriving at time 0, 16k1; k26K . Then

Hk1 (k2; t) = �∗k2 t + �arr(k1)[I − exp{Dt}]d(k2); 16k1; k26K: (20)

The Palm function of Nall(t), i.e., the total number of arrivals in an interval (0; t),
given that there is an arrival at time 0, is given by

H (t) = �∗t + �arr[I − exp{Dt}]d : (21)

Theorem 3.2. We denote by pk = �∗k =�∗, the probability that an arbitrary item is of
type k, 16k6K . Then we have

H (t) =
K∑

k1=1

pk1

[
K∑

k2=1

Hk1 (k2; t)

]
: (22)

Proof. Eq. (22) is obvious from Eqs. (20) and (21).

Note. For the superposition of K independent MAPs, Eq. (22) simpli�es to

H (t) = �∗t +
K∑

k=1

pk [Hk(k; t)− �∗k t]; (23)

since Hk1 (k2; t) = �∗k2 t for 16k1; k26K and k1 6= k2.

The peakedness function of a point process is the ratio of the variance and the mean
of the number of busy servers in a stationary in�nite server queue to which the arrival
stream is hypothetically o�ered (see Eckberg, 1983). Apparently, with di�erent types
of service times, the peakedness functions are di�erent. For simplicity, we consider the
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case where the servers have the same exponential service time. Let h∗k1 (k2; s) be the
LS transform of Hk1 (k2; t). For Re(s)¿0, we de�ne the functions,

zexp; k1 (k2; s) = �(k1; k2) + h∗k1 (k2; s)−
�∗k2
s

= �(k1; k2)− �arr(k1)D(sI − D)−1(e�− D)−1D (k2)e (24)

for 16k1; k26K , where �(i; j) is 1 if i = j and 0 otherwise. According to Eckberg
(1983), zexp; k1 (k2; �) shows the arrival rate of items of type k2 after the arrival of
a type k1 item. Thus, zexp; k(k; �) is de�ned as the peakedness function of the point
process consisting of items of type k, 16k6K . The relationship between the peaked-
ness functions of the process Nall(t) and {Nk(t), 16k6K } is given in the following
theorem.

Theorem 3.3. We denote by zexp(�) the peakedness function for the BMAP which
consists of items of all types of the MMAP. Then we have

zexp(�) = 1− �arrD(�I − D)−1(e�− D)−1D∗e (25)

=
K∑

k=1

pkzexp; k(k; �) +
K∑

k1=1

pk1


 K∑

k2=1; k1 6=k2

zexp; k1 (k2; �)


 : (26)

Proof. This is obvious from Eqs. (22) and (24).

Note. For the superposition of K independent BMAPs, Eq. (26) simpli�es to zexp(�) =∑K
k=1 pkzexp; k(k; �).
Eq. (26) shows that the peakedness function of the BMAP consisting of all the

arrivals is the average of peakedness functions of each type of items. This reveals a
limitation in the value of the peakedness function when di�erent types of items are
not distinguished. The reason is that the average does not re
ect the behavior of the
arrival processes of individual types of items. Therefore, Eq. (26) indicates the needs
to look at the peakedness functions of individual types of items in order to get insights
into the point process.

3.3. Terminating processes

We consider a stopping time � of {J (t); L(t);N (t); t¿0} of the MMAP. A termi-
nating process is de�ned as a stochastic process which is identical with the MMAP
before time � and stops in J (�) after time �. For the terminating process, let J̃ (t) be
its phase at time t and the vector Ñ (t) be the numbers of arrivals of di�erent types at
time t. We have

J̃ (t) =

{
J (t) if t¡�;

J (�) if t¿�
and Ñ (t) =

{
N (t) if t¡�;

N (�) if t¿�:
(27)
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We denote by F∗(z; s) the joint transform of (Ñ 1(�); : : : ; Ñ K (�)) and �, i.e.,

F∗(z; s) =
∫ ∞

0
e−stEz(Ñ 1(t);:::; Ñ K (t)) dP{�¡t}: (28)

First, let

� = inf{t: N1(t)¿1};
i.e., the �rst passage time to the arrival of an item of type 1.

Theorem 3.4. For the �rst passage time until the arrival of an item of type 1, we
have

F∗(z; s) =

sI − D0 −

∑
h∈C 0 ;h1=0

zhDh




−1 
 ∑
h∈C 0 ; h1¿0

zhDh


 e: (29)

Proof. Let F(z; t) be the joint generating function of (Ñ 1(�); : : : ; Ñ K (�)), given that
� = t. By conditioning on the �rst arrival of the MMAP, we have

F(z; t) =
∫ t

0
exp{uD0}


 ∑
h∈C 0 ; h1=0

zhDh


F(z; t − u) du

+ exp{tD0}

 ∑
h∈C 0 ; h1¿0

zhDh


 e:

Taking LS transforms on both sides of the above equation with respect to t, we obtain
Eq. (29).

For the particular case where � is a nonnegative random variable which is indepen-
dent of the MMAP, it is clear that

F∗(z; s) =
∫ ∞

0
exp

{
−x

(
sI − D0 −

∑
h∈C 0

zhDh

)}
dP{�¡x}; (30)

Speci�cally, let � have a PH-distribution with representation (�; T ). We de�ne an
MMAP∗ as the superposition of the MMAP and the PH-renewal process with in-
terarrival time �. The MMAP∗ has K + 1 types of items and coe�cient matrices

D0 ⊕ T; Dh ⊗ I; h ∈ C 0; −I ⊗Te�; (31)

where ⊗ and ⊕ are Kronecker product and the Kronecker sum of matrices respectively.
Items of type k, 16k6K , are from the MMAP and the items of type K+1 correspond
to the renewals in the PH-renewal process.
Theorem 3.4 implies that the terminating process of the MMAP with a stopping time

� which is independent of the MMAP and has a PH-distribution function is equivalent
to the terminating process of the MMAP∗ with the stopping time as the �rst passage
time to the arrival of an item of type K + 1.
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4. Closure properties

The superposition of two independent MMAPs is also an MMAP. We further show
that the MMAP is closed under a random time transformation, a random type change
and a speci�c thinning operation. We also introduce the compound MMAP as a gen-
eralization of the compound Poisson process.

4.1. A random time transformation

Let I(t) be an m1-state irreducible Markov process with in�nitesimal generator Q.
We de�ne a piece-wise constant function �(·) which takes the value �j whenever the
process is in the state j. The stochastic process

�(t) =
∫ t

0
�(x) dx

is a random time change.
Denoted by M the matrix diag(�1; : : : ; �m1 ). In Neuts (1993), the transformation

�(t) is called a (Q;M)-time change. For t¿0, x¿0 and 16i; i′6m1, let �ii′(x; t) be
the probability P{�(t)6x; I(�(t)) = i′ | I(0) = i}. The matrix with these elements is
denoted by �(x; t).

Lemma 4.1. For x¿0, the Laplace transform �∗(s; t) = ∫∞
0 e−sx�(dx; t) is given by

�∗(s; t) = exp{(Q − sM) t}: (32)

Proof. By conditioning on the transitions in (t; t + �t),

�ii′(x; t + �t)=(1− Qii′�t)�ii′(x − �t�i′ ; t)+
m∑

k=1; k 6=i′
�ik(x − O(�t); t)Qki′�t+o(�t);

where o(�t)→ 0 as �t → 0, min{�i}�t6O(�t)6max{�i}�t. Routinely, it follows that
@�(x; t)

@t
+

@�(x; t)
@x

M = �(x; t)Q (33)

with �(0; t) = 0. Taking LS transforms on both sides of Eq. (33) with respect to x,
we obtain

@�∗(s; t)
@t

= �∗(s; t)(Q − sM):

Upon integration, the stated result follows immediately.

We now de�ne a new stochastic process (Jn; Ln; �̃n; n¿0) by �̃n = �(�n).

Theorem 4.2. For independent stochastic processes Q and MMAP, the stochastic
process (Jn; In; Ln; �̃n) is an MMAP with coe�cient matrices

D0 ⊗M−1 + I ⊗ QM−1 and Dh ⊗M−1; h ∈ C 0: (34)
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Proof. It is obvious that (Jn; In; Ln; �̃n) is a Markov renewal process. The sojourn time
in each phase has an exponential distribution since the transform function �(·) is a
piecewise constant function. The LS transform of the time until the next arrival which
is marked by h, has a matrix form∫ ∞

0
e−sx d

[∫ ∞

0
exp{D0t}Dh ⊗ �(x; t) dt

]

=
∫ ∞

0
(exp{D0t}Dh)⊗ �∗(s; t) dt

= [sI − (D0 ⊗M−1 + I ⊗ QM−1)]−1(Dh ⊗M−1):

This is also the LS transform of the time until the next arrival that is marked by h of
the MMAP with the coe�cient matrices given in Eq. (34). Similarly, it can be proved
that the distributions of the arrival times of a �nite number of arrivals are the same
for (Jn; In; Ln; �̃n) and the MMAP. Details are omitted.

4.2. A random-type change

For simplicity, in this Section 4.3 and Section 4.4, we assume that C 0 = {1; 2; : : : ; K},
Dk represents the arrival (matrix) rate of type k items, 16k6K , and the batch size is
one. Notice that this interpretation of C 0 is di�erent from that was given at the begin-
ning of Section 2. Suppose that upon arrival, an item of type k1 changes its type to k2
with probability pk1 ;k2 , 16k16K and 16k26K ′. We call this a random-type change.

Theorem 4.3. The process obtained by the random-type change is itself an MMAP
with coe�cient matrices(

D0;
K∑

k=1

pk;1Dk; : : : ;
K∑

k=1

pk;K′Dk

)
: (35)

Proof. It is obvious that the new process is still an MMAP with the phase process
J (t). The distribution of the time until the next arrival of type k is given by∫ x

0
exp{tD0}

(
K∑

k1=1

pk1 ; kDk1

)
dt; 16k6K ′:

This is the same as that of an MMAP with the stated coe�cient matrices given by
Eq. (35). The same argument used in the proof of Theorem 4.2 leads to the
conclusion.

4.3. The compound MMAP

A stochastic process T (t) is a compound MMAP if

T (t) =
K∑

k=1

Nk (t)∑
n=1

vk; n; (36)
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where (N1(t); : : : ; NK (t)) is the counting process of an MMAP with C 0 = {1; 2; : : : ; K}
(this is for simplicity) and {vk; n; 16k6K; n¿1} are nonnegative random variables.
We shall derive the LS transforms of T (t) for the following two cases.
(a) The {vk; n; n¿1} are sequences of i.i.d. random variables, 16k6K , which are

independent of each other and independent of the MMAP. We de�ne  j; j′(x; t) =
P{T (t)¡x; J (t) = j′ | J (0) = j} and 	∗(s; t) to be the matrix with elements the LS
transform with respect to x of  j; j′(x; t). If there are n1 type 1 arrivals, : : : ; nK type K
arrivals in (0; t), the LS transform of T (t) is given by

K∏
k=1

(f∗k (s))nk ;

where f∗k (s) is the LS transform of vk;1, 16k6K . By the law of total probability,

	∗(s; t) = exp
{
t

(
D0 +

K∑
k=1

f∗k (s)Dk

)}
: (37)

In the stationary version (the initial state is chosen according to the stationary proba-
bility vector �), the expectation of T (t) is given by

E�T (t) =

(
K∑

k=1

�∗k Evk;1

)
t:

A special case arises when all {vk; n} are integer variables, with common density
{pk; j; 06j¡∞}, for 16k6K . Then T (t) is the counting process of a BMAP with
coe�cient matrices

(D0; D̃(1); : : : ; D̃(n); : : :);

where D̃(n) =
∑K

k=1 pk;nDk , 16n¡∞.
(b) The sequences {vk; n; 16n¡∞} are the successive interarrival times of a MAP

with coe�cient matrices (C0k ; C1k) of order mk , 16k6K . We assume that all the
stochastic processes are independent with each other. This case is interesting since
{vk; n; 16n¡∞} is a nonrenewal process but explicit results can still be obtained. Let
Ik(t) be the phase of the MAP (C0k ; C1k) at time t, 16k6K . The stochastic process
(J (t); I1(t); : : : ; IK (t)) is a Markov process de�ned on [1; m]× [1; m1]× · · · [1; mK ]. Let

 ji1···iK ; j′i′1···i′K (x; t) = P{T (t)¡ x; J (t) = j′; I1(t) = i′1; : : : ; IK (t) = i′K
|J (0) = j; I1(0) = i1; : : : ; IK (0) = iK}

and 	(x; t) to be the matrix with elements  ji1 :::iK ;j′i′1 :::i′K (x; t). By the law of total prob-
ability

	(x; t) =
∫ t

0

∫ x

0

K∑
k=1

[exp{D0u}Dk ⊗ I ⊗ exp{C0kv}C1k ⊗ I ]	(x − v; t − u) dv du

+ exp{D0t} ⊗ I:
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Let 	∗(s1; s2) =
∫∞
0

∫∞
0 e−s2te−s1x	(dx; t) dt. Taking the joint transforms of both sides

of the above equation, we obtain

�∗(s1; s2) =
(
s2I − D0 −

K∑
k=1

Dk ⊗ I ⊗ [(s1I − C0k)−1C1k ]⊗ I

)−1

:

The inverse transform with respect to s2 of the above formula is

	∗(s; t) = exp
{
t

(
D0 ⊗ I +

K∑
k=1

Dk ⊗ I ⊗ [(sI − C0k)−1C1k ]⊗ I

)}
: (38)

For the stationary version, the expectation of T (t) is given by

E�̃T (t) =

(
K∑

k=1

�k�∗k
)

t;

where �̃= � ⊗ �1 · · · ⊗ �K , �k is the stationary probability vector of C0k +C1k , and
�∗k = −�kC−1

0k e, 16k6K .

4.4. A thinning of the MMAP

Let the thinning process be a MAP with coe�cient matrices (C0; C1). The thinned
process is a point process consisting of all arrivals of the MMAP which immediately
follow an arrival of the MAP in the superposition process of the two point process.
An arrival of the thinned process keeps its mark in the MMAP. It is easily seen that
the thinned process is an MMAP with coe�cient matrices

D̃0 =
(

D ⊕ C0 I ⊗ C1
0 D0 ⊕ (C0 + C1)

)
;

D̃k =
(

0 0
Dk ⊗ I 0

)
; 16k6K:

Let D̃ =
∑K

k=0 D̃k . Then

D̃ =
(

D ⊕ C0 I ⊗ C1
(D − D0)⊗ I D0 ⊕ (C0 + C1)

)
:

By routine calculations, the stationary probability vector of D̃ is given by (�1; �2),
where

�1 = −(�⊗ �2)((D − D0)⊗ I)(D0 ⊗ C0)−1;

�2 = −(�⊗ �2)(I ⊗ C1)(D0 ⊗ C0)−1

and �2 is the stationary probability vector of C0 + C1.

We denote by �̃
∗
k , 16k6K , the arrival rates of the thinned MMAP. The we have

�̃
∗
k = −(�⊗ �2C1)(D0 ⊗ C0)−1(Dk ⊗ I)e; 16k6K: (39)
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Thinning of stochastic processes is useful in studying the burstiness of the MMAP
(see Neuts, 1993).
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