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#### Abstract

In this paper, we study the stability conditions of the MMAP $[K] / G[K] / 1 /$ LCFS preemptive repeat queue. We introduce an embedded Markov chain of matrix $M / G / 1$ type with a tree structure and identify conditions for the Markov chain to be ergodic. First, we present three conventional methods for the stability problem of the queueing system of interest. These methods are either computationally demanding or do not provide accurate information for system stability. Then we introduce a novel approach that develops two linear programs whose solutions provide sufficient conditions for stability or instability of the queueing system. The new approach is numerically efficient. The advantages and disadvantages of the methods introduced in this paper are analyzed both theoretically and numerically.
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## 1. Introduction

Queueing systems with multiple types of customers have broad applications in the manufacturing, service, and telecommunication industries. A special class of such queueing systems consists of queues with a last-come-first-served (LCFS) preemptive repeat service discipline with equal priority to all customers. This class is special because these queueing systems can be non-work conserving. To our knowledge, little has been done on the stability conditions of such queueing systems. In this paper, we consider the MMAP $[K] / G[K] / 1 /$ LCFS preemptive repeat queue and introduce a novel approach for solving its system stability problem.

For queueing systems with $K$ types of customers, let $\lambda_{1}, \lambda_{2}, \ldots$, and $\lambda_{K}$ be the arrival rates of type 1 , type $2, \ldots$, and type $K$ customers, respectively. Let $\mu_{1}, \mu_{2}, \ldots$, and $\mu_{K}$ be the service rates of type 1 , type $2, \ldots$, and type $K$ customers, respectively. If the service discipline is work conserving (e.g., FIFS or LCFS preemptive resume), under fairly general conditions, the quantity $\rho=\lambda_{1} / \mu_{1}+\cdots+\lambda_{K} / \mu_{K}$ provides information for a complete classification of the Markov chain and stability of the queueing system (see $[3,14]$ ). More specifically, it has been proved that a queueing system with a work conserving service discipline is stable if and only if $\rho<1$. Unfortunately, that conclusion is not always true for non-work conserving queueing sys-
tems. Since many queueing systems with practical applications are non-work conserving, there is a need to develop efficient methods to solve their system stability problem.

For queueing networks with Poisson arrival processes and service times, some important progress has been made in recent years. In [13], a linear programming approach was developed for finding out whether or not a queueing network can reach steady state. In [4] and [2], a fluid model approach was developed to find necessary and sufficient conditions for system stability. For queueing systems with a single server, some stability conditions were found for simple cases with priority service disciplines such as the priority queue with three types of customers and Poisson arrivals in [3]. Using matrix analytic methods [16,17], necessary and sufficient conditions (Neuts' conditions) that can be applied to many queueing models were found. For a queueing system with Poisson arrival processes and a FCLS preemptive repeat service discipline, He [8] found a simple and explicit condition for a complete classification of the queueing system (see equation (4.4) in this paper). However, for non-Poisson arrival queues, none of these methods or results can be applied directly to find system stability conditions.

In this paper, we consider queueing systems with arrival process MMAP $[K][1,12]$, general service times, and a LCFS preemptive repeat service discipline. We shall describe three conventional methods and also develop a new approach to find sufficient conditions for system stability. We shall compare the four approaches analytically and numerically.

The methodology used in this paper to find conditions for system stability was developed in [8-10]. Basically, we consider $M / G / 1$ type Markov chains with a tree structure [18,20]. According to the results obtained in [8,9], the Perron-Frobenius eigenvalue of a nonnegative matrix provides information for a complete classification of the Markov chain of interest. We call this approach the PFE method. For the queueing system of interest, the queueing process can be formulated as a Markov chain with a tree structure. Thus, we can apply the PFE method to solve system stability problems. In [11], the PFE method was applied to queueing systems with multiple types of customers with an LCFS-GPR (general preemptive resume) service discipline. In [19], the PFE method was applied to evaluate a telecommunication system. While these applications show the usefulness of the PFE method, they also raise questions about the computational efficiency of that method. The reason is that the PFE method requires the calculation of a fixed point of a set of nonlinear equations. Therefore, we introduce a novel and computationally efficient approach for sufficient conditions for system stability or instability, based on two sufficient conditions obtained in [9]. Both analytical and numerical results will show that the methods developed in this paper can be useful in practice.

An interesting observation from the numerical examples given in section 7 is that, even if the classical traffic intensity $\rho$ is significantly larger than 1 , the LCFS queue introduced in section 3 (non-work conserving) can still be stable. This observation is counterintuitive but useful in the design of queueing systems.

The rest of the paper is organized as follows. In section 2 , we introduce $M / G / 1$ type Markov chains with a tree structure and some results about the ergodicity of such Markov processes. In section 3, we introduce the MMAP $[K] / G[K] / 1 /$ LCFS preemptive repeat queue. Then we present three conventional methods for system stability in section 4. In section 5, a novel approach is developed for system stability. Two linear programs are introduced for sufficient conditions for system stability or instability. In section 6, some computational details are dealt with. Finally, in section 7, some numerical examples are given to gain insight into the methods developed in this paper and to draw general conclusions about the usefulness of these methods.

## 2. The Markov chain of matrix $M / G / 1$ type with a tree structure

In this section, we first introduce the $M / G / 1$ type Markov chain with a tree structure. Then we summarize some existing results about the ergodicity of such Markov chains.

The following discrete time Markov process of matrix $M / G / 1$ type with a tree structure was first introduced in [18]. Consider a discrete time two-dimensional Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$ in which the values of $C_{n}$ are represented by the nodes of a $K$-ary tree, and $\eta_{n}$ takes integer values between 1 and $m$, where $m$ is a positive integer. $C_{n}$ is referred to as the variable for the node and $\eta_{n}$ is referred to as the auxiliary variable of the Markov chain at time $n$. Next, we give a full description of the Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$.

The $K$-ary tree of interest is a tree for which each node, except the root node, has a parent and $K$ children. The root node is denoted as 0 . No boundary node is linked to the root node. Strings of integers between 1 and $K$ are used to represent nodes of the tree. For instance, the $k$ th child of the root node is represented by $k$, the $l$ th child of node $k$ is represented by $k l$, and so on.

Let $\aleph=\left\{J: J=k_{1} k_{2} \ldots k_{n}, 1 \leqslant k_{i} \leqslant K, 1 \leqslant i \leqslant K, n>0\right\} \cup\{0\}$. Any string $J \in \aleph$ is a node in the $K$-ary tree. The length of a string $J$ is defined to be the number of integers in the string and is denoted by $|J|$. When $J=0,|J|=0$. Let $N(J, k)$ be the number of appearances of integer $k$ in the string $J$. The following two operations are defined for strings in $\aleph$ :

- Addition operation: given $J=k_{1} \ldots k_{n} \in \aleph$ and $H=h_{1} \ldots h_{i} \in \aleph$, then $J+H=$ $k_{1} \ldots k_{n} h_{1} \ldots h_{i} \in \aleph$;
- Subtraction operation: given $J=k_{1} \ldots k_{n} \in \aleph, H=k_{i} \ldots k_{n} \in \aleph, i>0$, then $J-H=k_{1} \ldots k_{i-1} \in \aleph$.

The Markov chain $\left(C_{n}, \eta_{n}\right)$ takes values in $\aleph \times\{1,2, \ldots, m\}$. If $\left(C_{n}, \eta_{n}\right)$ transits at each step from the current node only to its parent node or a descendent of its parent node, then it is called a homogenous Markov chain of matrix $M / G / 1$ type with a tree structure. All possible transitions of $\left(C_{n}, \eta_{n}\right)$ and their corresponding transition probabilities are given as follows. If $\left(C_{n}, \eta_{n}\right)=(0, i)$,

1. $\left(C_{n+1}, \eta_{n+1}\right)=\left(J, i^{\prime}\right)$ with probability $b_{\left(i, i^{\prime}\right)}(J)$ for $J \in \aleph$.

If $\left(C_{n}, \eta_{n}\right)=(H+k, i)$ for $k>0$ and $1 \leqslant i, i^{\prime} \leqslant m$,
2. $\left(C_{n+1}, \eta_{n+1}\right)=\left(H+J, i^{\prime}\right)$ with probability $a_{\left(i, i^{\prime}\right)}(k, J)$ for $J \in \aleph$.

Note that the transition probability depends only on the last integer in the string representing the current node $H+k$. In matrix form, transition probabilities are represented by $A(k, J)$ and $B(J)$, where
3. $B(J)$ is an $m \times m$ matrix with elements $b_{\left(i, i^{\prime}\right)}(J)$ for $J \in \aleph$;
4. $A(k, J)$ is an $m \times m$ matrix with elements $a_{\left(i, i^{\prime}\right)}(k, J), 1 \leqslant k \leqslant K$, for $J \in \mathcal{\aleph}$.

For convenience, we shall occasionally use $A(H, J)$ to denote the transition probability matrix from node $H$ to node $J$ for any $H, J \in \aleph$. Let

$$
\begin{align*}
A(k) & =\sum_{J \in \mathbb{N}} A(k, J), & & 1 \leqslant k \leqslant K ; \\
B^{*(\mathbf{l})}(k) & =\sum_{J \in \mathbb{K}} B(J) N(J, k), & & 1 \leqslant k \leqslant K . \tag{2.1}
\end{align*}
$$

Then we must have $A(k) \mathbf{e}=\mathbf{e}, 1 \leqslant k \leqslant K$, and $\sum_{J \in \mathbb{K}} B(J) \mathbf{e}=\mathbf{e}$, where $\mathbf{e}$ is the vector with all components being one.

Ergodicity conditions. The following ergodicity conditions were obtained in [9] for the Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$. Let $\mathbf{X}=\left\{X_{1}, \ldots, X_{K}\right\}$, where $X_{1}, X_{2}, \ldots$, and $X_{K}$ are $m \times m$ stochastic matrices, i.e., $X_{k} \mathbf{e}=\mathbf{e}, 1 \leqslant k \leqslant K$. Let $\mathfrak{R}$ be a set consisting of $\mathbf{X}$ for which $\left\{X_{1}, X_{2}, \ldots, X_{K}\right\}$ are stochastic matrices and satisfy the following equations, $1 \leqslant k \leqslant K\left(J=k_{1} \ldots k_{|J|}\right)$

$$
\begin{equation*}
X_{k}=A(k, 0)+\sum_{J \in \mathbb{K}, J \neq 0} A(k, J) X_{k_{|J|}} X_{k_{|J|-1}} \cdots X_{k_{1}} \tag{2.2}
\end{equation*}
$$

Using the well-known Brouwer's fixed point theorem [7], it was shown in He [9] that the set $\Re$ is nonempty. For any fixed point $\mathbf{X}=\left\{X_{1}, \ldots, X_{K}\right\} \in \Re$, define $X^{(J)}=$ $X_{k_{|J|}} X_{k_{|J|-1}} \cdots X_{k_{1}}$ for all $J=k_{1} \ldots k_{|J|} \in \mathcal{N}$ and define the following $m \times m$ matrices, for $J=k_{1} \ldots k_{|J|} \in \mathcal{\aleph}$,

$$
\begin{align*}
& N(0, j, \mathbf{X})=0, 1 \leqslant j \leqslant K \\
& N(J, j, \mathbf{X})=I \delta\left(k_{|J|}, j\right)+\sum_{n=1}^{|J|-1} X_{k_{\mid J}} X_{k_{|J|-1}} \cdots X_{k_{n+1}} \delta\left(k_{n}, j\right), \quad 1 \leqslant j \leqslant K  \tag{2.3}\\
& p(k, j, \mathbf{X})=\sum_{J \in \aleph} A(k, J) N(J, j, \mathbf{X}), \quad 1 \leqslant k, j \leqslant K
\end{align*}
$$

where $\delta(k, j)=1$, if $k=j ; \delta(k, j)=0$, otherwise, and $I$ is the identity matrix. Note that $N(J, j, \mathbf{X})$ counts the number of appearances of integer $j$ in the string $J$, while keeping track of the phase changes in the transition process. The matrix $p(k, j, \mathbf{X})$ can
be interpreted as the average number of appearances of integer $j$ in the next transition, given that the Markov chain is currently in a node $H+k$ for $H \in \aleph$. Define an ( $m K$ ) $\times$ ( $m K$ ) matrix $P(\mathbf{X})$ by

$$
P(\mathbf{X})=\left(\begin{array}{ccc}
p(1,1, \mathbf{X}) & \ldots & p(1, K, \mathbf{X})  \tag{2.4}\\
\vdots & \vdots & \vdots \\
p(K, 1, \mathbf{X}) & \ldots & p(K, K, \mathbf{X})
\end{array}\right)
$$

Let $s p(P(\mathbf{X}))$ be the Perron-Frobenius eigenvalue of the matrix $P(\mathbf{X})$ (i.e., the eigenvalue with the largest real part, which is real and nonnegative for nonnegative matrices [6]). The following result was proved in [9].

Theorem 2.1 [9, theorem 3.2]. Assume that the Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is irreducible and aperiodic and that $B^{*(1)}(k)$ is finite for $1 \leqslant k \leqslant K$. For any set $\mathbf{X} \in \Re$, if the matrix $P(\mathbf{X})$ is irreducible, then the Markov chain of matrix $M / G / 1$ type with a tree structure $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is
(1) positive recurrent if and only if $\operatorname{sp}(P(\mathbf{X}))<1$;
(2) null recurrent if and only if $\operatorname{sp}(P(\mathbf{X}))=1$;
(3) transient if and only if $\operatorname{sp}(P(\mathbf{X}))>1$.

When $m=1, \mathbf{X}$ is reduced to $\mathbf{X}=\{1,1, \ldots, 1\}$. Then theorem 2.1 gives an explicit ergodicity condition [8, theorem 3.2]. When $m>1$, since the matrix set $\mathbf{X}$ has to be calculated in order to construct the matrix $P(\mathbf{X})$, the usefulness of theorem 2.1 is compromised. Thus, it is desirable to find ergodicity conditions not depending on $\mathbf{X}$.

Let $\mathbf{z}=\left(z_{1}, \ldots, z_{K}\right), z_{k} \geqslant 0,1 \leqslant k \leqslant K$. Define, for $1 \leqslant k \leqslant K$,

$$
\begin{equation*}
A^{*}(k, \mathbf{z})=\sum_{J \in \mathbb{N}} \mathbf{z}^{(J)} A(k, J), \quad B^{*}(\mathbf{z})=\sum_{J \in \mathbb{N}} \mathbf{z}^{(J)} B(J), \tag{2.5}
\end{equation*}
$$

where $\mathbf{z}^{(J)}=z_{k_{J \mid}} \cdots z_{k_{1}}$ for $J=k_{1} k_{2} \ldots k_{|J|} \in \aleph$ and $J \neq 0$, and $\mathbf{z}^{(J)}=1$ if $J=0$.
Lemma 2.2 [9, lemma 6.1]. Assume that the Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is irreducible and aperiodic and that $B^{*(1)}(k)$ is finite for $1 \leqslant k \leqslant K$. If there exists an $m \times 1$ positive vector $\mathbf{u}$ such that $A^{*}(k, \mathbf{z}) \mathbf{u}<z_{k} \mathbf{u}$ (i.e., every element of $A^{*}(k, \mathbf{z}) \mathbf{u}$ is strictly smaller than its counterpart in $\left.z_{k} \mathbf{u}\right)$, and $B^{*}(\mathbf{z}) \mathbf{u}<\infty$ for some $\mathbf{z}$ satisfying $1<z_{k}<\infty$, $1 \leqslant k \leqslant K$, then the Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is positive recurrent.

Lemma 2.3 [9, lemma 6.2]. Assume that the Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is irreducible and aperiodic and that $B^{*(1)}(k)$ is finite for $1 \leqslant k \leqslant K$. If there exists an $m \times 1$ positive vector $\mathbf{u}$ such that $A^{*}(k, \mathbf{z}) \mathbf{u} \leqslant z_{k} \mathbf{u}$ for some $\mathbf{z}$ satisfying $0<z_{k}<1$ for at least one $k, 1 \leqslant k \leqslant K$, then the Markov chain $\left\{\left(C_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is transient.

Lemmas 2.2 and 2.3 can be proved using the mean-drift method or, more specifically, the Foster criteria [5,15]. In [9], lemmas 2.2 and 2.3 were applied to queueing
systems to find system stability conditions. In section 5 , we present another interesting application of these lemmas.

## 3. The continuous time $\operatorname{MMAP}[K] / G[K] / 1 /$ LCFS preemptive repeat queue

In this section, we introduce the queueing model of interest. First, we introduce the customer arrival process MMAP[K] [1,12].

The Markov arrival process with marked arrivals (MMAP $[K]$ ) is represented by a set of $m \times m$ matrices $\left\{D_{J}, J \in \aleph\right\}$, where $D_{0}$ is a matrix with negative diagonal elements and nonnegative off-diagonal elements, and $\left\{D_{J}, J \neq 0, J \in \mathbb{N}\right\}$ are nonnegative matrices. For $J=k_{1} k_{2} \ldots k_{|J|} \in \aleph, D_{J}$ is the (matrix) arrival rate of the batch $J$, which has $|J|$ customers and the first customer in the batch is of type $k_{1}$, second type $k_{2}, \ldots$, and the last type $k_{|J|}$. The matrix $D=\sum_{J \in \mathbb{K}} D_{J}$ is an infinitesimal generator of the underlying Markov process $\eta(t)$. For $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{K}\right)$, let

$$
\begin{equation*}
D^{*}(\mathbf{z})=\sum_{J \in \mathbb{N}} \mathbf{z}^{(J)} D_{J} \tag{3.1}
\end{equation*}
$$

We assume that $D$ is irreducible and the matrix $D^{*}(\mathbf{z})$ is analytic at $\mathbf{z}=\mathbf{e}^{T}$, where the superscript ${ }^{\mathrm{T}}$ indicates the transpose of matrix. Let $\theta$ be the stationary distribution of the matrix $D$, i.e., $\theta D=0$ and $\theta \mathbf{e}=1$. The arrival rate of type $k$ customers is given by

$$
\begin{equation*}
\lambda_{k}=\theta \sum_{n=1}^{\infty} n\left(\sum_{J: N(J, k)=n} D_{J}\right) \mathbf{e}=\boldsymbol{\theta} \sum_{J \in \mathbb{K}} D_{J} N(J, k) \mathbf{e}, \quad 1 \leqslant k \leqslant K . \tag{3.2}
\end{equation*}
$$

Recall that $N(J, k)$ is the number of appearance of the integer $k$ in the string $J$ (section 2). The service time of a type $k$ customer has a distribution function $F_{k}(x)$ with Laplace-Stieltjes transform $f_{k}^{*}(s)$ and mean $1 / \mu_{k}$. The customer arrival process and the service process are independent.

All the customers are served on a last-come-first-served preemptive repeat basis. That is, when a new customer arrives, it pushes the customer in the server (if any) out of the server and starts its own service immediately. In case of a batch arrival, the last customer in the batch enters the server. All other customers in the batch join the queue, according to their order in the batch, after the customer who is pushed out of service. When the server becomes available to customers in the queue, the newest customer reenters the server and restarts its service as a new customer.

The $n$th customer in a batch $J=k_{1} k_{2} \ldots k_{|J|} \in \mathcal{N}$ is a type $k_{n}$ customer, $1 \leqslant k_{n}$ $\leqslant K, 1 \leqslant n \leqslant|J|$. Thus, the queue of such a queueing system can be represented by a string of integers representing the type of customer in each position. Let $q(t)$ be the queue string at time $t$. Then, for example, $q(t)=122$ means that there are 3 customers in the system at time $t$ : the customer who arrived first is of type 1 ; the customer who arrived second is of type 2 ; and the customer who arrived last is of type 2 . The server is serving the last customer (type 2). When a batch $J$ of customers arrives, the queue string becomes $q(t)=122+J$ and the server starts to serve the customer $k_{|J|}$.

We observe the queueing system at arrival and departure epochs. Let $q_{n}$ be the queue string right after the $n$th arrival or departure epoch. Let $\eta_{n}$ be the phase of the underlying Markov process $\eta(t)$ of the Markov arrival process right after the $n$th arrival or departure epoch. Then $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is a Markov chain of matrix $M / G / 1$ type with a tree structure. It can be verified that the Markov chain $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is irreducible and aperiodic. Transition probabilities (matrices) of the Markov chain are given by, for $1 \leqslant k \leqslant K$,

$$
\begin{align*}
A(k, 0) & =\int_{0}^{\infty} F_{k}(\mathrm{~d} x) \exp \left\{x D_{0}\right\}=f_{k}^{*}\left(D_{0}\right) \\
A(k, k+J) & =\int_{0}^{\infty} F_{k}(\mathrm{~d} x) \int_{0}^{x} \exp \left\{t D_{0}\right\} \mathrm{d} t D_{J}  \tag{3.3}\\
& =\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1} D_{J}\right), \quad J \in \aleph, J \neq 0 ; \\
A(k, k) & =0 ; \quad A(k, j+J)=0, \quad j \neq k, \quad 1 \leqslant j \leqslant K, J \in \aleph .
\end{align*}
$$

Transition matrices $\{B(J), J \in \aleph\}$ associated with the root node are not given explicitly since they are not used in the sequel. For later use, we introduce the following functions, for $1 \leqslant k \leqslant K$,

$$
\begin{equation*}
A^{*}(k, \mathbf{z}) \equiv \sum_{J \in \mathbb{N}} A(k, J) \mathbf{z}^{(J)}=f_{k}^{*}\left(D_{0}\right)+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\left(D^{*}(\mathbf{z})-D_{0}\right) z_{k} \tag{3.4}
\end{equation*}
$$

With the Markov chain $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$, we are ready to address the stability problem of the queueing system of interest. We say that the queueing system is stable if the Markov chain $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is ergodic; unstable, otherwise.

## 4. Three conventional approaches

### 4.1. The PFE method

The ergodicity problem of the Markov chain $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$ can be completely solved by applying theorem 2.1. We call this approach the Perron-Frobenius eigenvalue (PFE) method. First, since the matrices $\{A(k, J), 1 \leqslant k \leqslant K, J \in \aleph\}\}$ are given explicitly in equation (3.3), equation (2.2) becomes

$$
\begin{equation*}
X_{k}=f_{k}^{*}\left(D_{0}\right)+\left[I-f_{k}^{*}\left(D_{0}\right)\right]\left(-D_{0}\right)^{-1}\left(D^{*}(\mathbf{X})-D_{0}\right) X_{k}, \quad 1 \leqslant k \leqslant K \tag{4.1}
\end{equation*}
$$

which does not involve the matrices $\{A(k, J)\}$ directly. Similarly, the matrix $p(k, j, \mathbf{X})$ has a simpler expression, for $1 \leqslant k, j \leqslant K$,

$$
\begin{align*}
p(k, j, \mathbf{X}) & =\left[I-f_{k}^{*}\left(D_{0}\right)\right]\left(-D_{0}\right)^{-1}\left(\sum_{J \neq 0, J \in \mathbb{N}} D_{J} N(k+J, j, \mathbf{X})\right) \\
& =\left[I-f_{k}^{*}\left(D_{0}\right)\right]\left(-D_{0}\right)^{-1}\left(\sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j, \mathbf{X})+\delta(k, j) \sum_{J \neq 0, J \in \mathbb{N}} D_{J} \mathbf{X}^{(J)}\right) . \tag{4.2}
\end{align*}
$$

The matrix $P(\mathbf{X})$ becomes

$$
\left.\begin{array}{rl}
P(\mathbf{X})= & \left(\begin{array}{c}
{\left[I-f_{1}^{*}\left(D_{0}\right)\right]\left(-D_{0}\right)^{-\mathbf{1}}} \\
\vdots \\
{\left[I-f_{K}^{*}\left(D_{0}\right)\right]\left(-D_{0}\right)^{-\mathbf{1}}}
\end{array}\right) \\
& \times\left(\begin{array}{lll}
\sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, 1, \mathbf{X}) & \ldots \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, K, \mathbf{X})
\end{array}\right) \\
& +\left(\begin{array}{c}
{\left[I-f_{1}^{*}\left(D_{0}\right)\right]\left(-D_{0}\right)^{-1} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} \mathbf{X}^{(J)}} \\
\\
\\
\\
\\
\\
\end{array} \quad\left[I-f_{K}^{*}\left(D_{0}\right)\right]\left(-D_{0}\right)^{-1} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} \mathbf{X}^{(J)}\right. \tag{4.3}
\end{array}\right) .
$$

Since the underlying Markov process $D$ is irreducible, it is easy to see that $P(\mathbf{X})$ is irreducible. We can find whether or not the queueing system is stable as follows:
(1) calculate $f_{k}^{*}\left(D_{0}\right)$;
(2) use equation (4.1) for computing $\mathbf{X}=\left\{X_{k}, 1 \leqslant k \leqslant K\right\}$;
(3) construct the matrix $P(\mathbf{X})$ using equation (4.3); and
(4) calculate $s p(P(\mathbf{X}))$ and apply theorem 2.1.

Of these four steps, (1) and (3) are not straightforward. While these two steps can be completed using existing methods, we shall give a simple method for step (1) for a special case (i.e., queueing systems with PH-distributed service times). In fact, step (1) is critical for all the methods given in this paper. Therefore, we shall come back to it in section 6.

The PFE method for stability can be difficult to use because we have to compute the matrices $\left\{X_{k}, 1 \leqslant k \leqslant K\right\}$, which can be numerically challenging when the dimension $m$ becomes large. Thus, we still need to explore other simpler approaches for the stability problem.

### 4.2. The FPP method

The commonly used matrices $\{G(k), 1 \leqslant k \leqslant K\}$ in matrix analytic methods can also be used for finding out whether or not the queueing system is stable. We call this approach the first-passage probability (FPP) method. Let $G(k)_{i, j}$ be the probability that the Markov chain $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$ reaches the node $J$ in $(J, j)$, given that it started in $(J+k, i)$. Let $G(k)$ be an $m \times m$ matrix with $(i, j)$ th element $G(k)_{i, j}$. It can be shown that $\{G(k), 1 \leqslant k \leqslant K\}$ are the minimal nonnegative solutions to equation (4.1). According to Takine et al. [18], $\mathbf{G}=\{G(k), 1 \leqslant k \leqslant K\}$ are all stochastic matrices if
and only if the Markov chain is recurrent. If the Markov chain is recurrent, $\mathbf{G} \in \mathfrak{R}$ and is the only stochastic solution to equation (4.1), i.e., $\mathbf{G}=\mathbf{X}$. If not all matrices in $\mathbf{G}$ are stochastic, i.e., $\mathbf{G} \notin \Re$ and $\mathbf{G} \neq \mathbf{X}$, the Markov chain is transient. Therefore, we can use $\mathbf{G}$ to check whether or not the queueing system is stable. However, we cannot use $\mathbf{G}$ to distinguish the positive recurrent and null recurrent cases. Furthermore, we encounter the same computational difficulty as in the PFE method when $m$ is large.

### 4.3. The PTI method

The third approach to system stability is to find some single measurement similar to the usual traffic intensity $\rho$ (defined in section 1). We call this approach the pseudo-traffic intensity (PTI) method. If $m=1$, let

$$
\begin{equation*}
\rho_{1}=\sum_{k=1}^{K} \frac{\lambda_{k}\left(1-f_{k}^{*}\left(D_{0}\right)\right)}{\left(-D_{0}\right) f_{k}^{*}\left(D_{0}\right)} . \tag{4.4}
\end{equation*}
$$

He [8] proved that $\rho_{1}$ provides information for a complete classification of the ergodicity of the Markov chain, i.e., $\rho_{1}<1$ for positive recurrent, $\rho_{1}=1$ for null recurrent, and $\rho_{1}>1$ for transient. In fact, if $m=1$, there is a close relationship between $\rho_{1}, s p(P(\mathbf{X}))$, and $\rho$. We summarize the results in the following property.

Property 4.1. Consider the continuous time MMAP $[K] / G[K] / 1 /$ LCFS preemptive repeat queue defined in section 3 . We assume that $m=1$, i.e., the underlying Markov process of the arrival process has a single phase.
(1) The quantity $\rho_{1}$ defined in equation (4.4) is consistent with $\operatorname{sp}(P(\mathbf{X}))$ with respect to the stability of the queueing system of interest. Furthermore, if $\rho_{1}<1$, then $\rho_{1}<\operatorname{sp}(P(\mathbf{X}))<1$; if $\rho_{1}=1$, then $\rho_{1}=\operatorname{sp}(P(\mathbf{X}))=1$; and if $\rho_{1}>1$, then $\rho_{1}>\operatorname{sp}(P(\mathbf{X}))>1$.
(2) If all the service times are exponentially distributed, then $\rho_{1}=\rho$.

Proof. First, note that $X_{1}=X_{2}=\cdots=X_{K}=1$ if $m=1$. He [8] proved that both $\rho_{1}$ and $s p(P(\mathbf{X}))$ provide information for a complete classification of the Markov chain with a tree structure. Here we present another proof. First, a simpler expression of $P(\mathbf{X})$ can be derived from equation (4.3) if $m=1$. Define a vector $\boldsymbol{\beta}=\left(\lambda_{1} / f_{1}^{*}\left(D_{0}\right), \lambda_{2} / f_{2}^{*}\left(D_{0}\right), \ldots, \lambda_{K} / f_{K}^{*}\left(D_{0}\right)\right)$. It is easy to verify that $\boldsymbol{\beta} P(\mathbf{X})=$ $\left(\rho_{1}-1\right) \lambda+\boldsymbol{\beta}$, where $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{K}\right)$. Since $P(\mathbf{X})$ is irreducible, there exists a positive vector $\mathbf{u}$ such that $P(\mathbf{X}) \mathbf{u}=\operatorname{sp}(P(\mathbf{X})) \mathbf{u}$ and $\boldsymbol{\beta} \mathbf{u}=1$. Then we have $\boldsymbol{\beta} P(\mathbf{X}) \mathbf{u}=\left(\rho_{1}-1\right) \boldsymbol{\lambda} \mathbf{u}+\boldsymbol{\beta} \mathbf{u}$, which leads to $\operatorname{sp}(P(\mathbf{X}))-1=\left(\rho_{1}-1\right) \boldsymbol{\lambda} \mathbf{u}$. Now, it is clear that $\rho_{\mathbf{1}}$ and $s p(P(\mathbf{X}))$ are consistent with respect to the stability of the queueing system. Since $0<f_{k}^{*}\left(D_{0}\right)<\mathbf{1}$, for $1 \leqslant k \leqslant K$, it is easy to see that $0<\boldsymbol{\lambda} \mathbf{u}<\boldsymbol{\beta} \mathbf{u}=1$. Then the relationship between $\rho_{1}$ and $\operatorname{sp}(P(\mathbf{X})$ ) follows immediately. This proves part (1).

Part (2) follows from the fact that $f_{K}^{*}\left(D_{0}\right)=\mu_{k}\left(\mu_{k}-D_{0}\right)^{-1}$, if the service times of type $k$ customers have an exponential distribution with mean $1 / \mu_{k}, 1 \leqslant k \leqslant K$. Part (2)
is also intuitive since the service times are memoryless so that the queueing system is equivalent to a work conserving queue.

Note. Properties 4.1, 4.2 and corollary 5.4 deal with the special cases with $m=1$ or exponential service times. These results are interesting because they unveil some fundamental relationships between all the four methods presented in this paper for system stability, they are extremely useful in debugging and validating computational programs, and they shed light on generalizations from $m=1$ to $m>1$. In fact, many of the results and relationships obtained analytically for queues with $m=1$ hold approximately for queues with $m>1$. We will discuss this further in section 7 .

By property 4.1, $\rho_{1}$ can be considered as the traffic intensity for the queueing system of interest with $m=1$. The reason that an explicit formula is obtained for ergodicity for this case is that there is only one phase for the arrival process (i.e., $m=1$ ), so no phase transition has to be considered (i.e., $X_{k}=1,1 \leqslant k \leqslant K$ ).

Unfortunately, for the $m>1$ case, it seems difficult to obtain an explicit formula for system stability. As an natural extension of $\rho_{1}$, for $m>1$, we define the following pseudo-traffic intensity

$$
\begin{equation*}
\rho_{2}=\sum_{k=1}^{K} \frac{\lambda_{k}}{\left(-\boldsymbol{\theta} D_{0}\right)\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-\mathbf{1}} f_{k}^{*}\left(D_{0}\right) \mathbf{e}} \tag{4.5}
\end{equation*}
$$

Let $\boldsymbol{\theta}(k)=-r_{k} \boldsymbol{\theta} D_{0}\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1}$ and $r_{k}=-\left[\boldsymbol{\theta} D_{0}\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1} \mathbf{e}\right]^{-1}$. Note that $-\boldsymbol{\theta} D_{0} \geqslant 0$ so that $\boldsymbol{\theta}(k)$ is nonzero and nonnegative. Then the service rate of type $k$ customers with a probability distribution $\boldsymbol{\theta}(k)$ is given by $\theta D_{0}\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1} f_{k}^{*}\left(D_{0}\right) \mathbf{e}$. Thus, intuitively, equation (4.5) can be interpreted as the ratio of arrival rates to service rates. Unfortunately, the phase distribution of the underlying Markov process of the arrival process may not be $\boldsymbol{\theta}(k)$ in steady state. Therefore, the service rate estimate may not be accurate. Consequently, the quantity $\rho_{2}$ defined in equation (4.5) may not provide accurate information for the classification of the queueing system. Counterexamples will be given in section 7 . Nonetheless, the following property implies that $\rho_{2}$ is useful since it does provide correct information for the stability of many special cases of the queueing system of interest.

Property 4.2. Consider the continuous time MMAP $[K] / G[K] / 1 / L C F S$ preemptive repeat queue defined in section 3. (1) If $m=1$, then $\rho_{2}=\rho_{1}$. (2) If all the service times are exponentially distributed (for $m \geqslant 1$ ), then $\rho_{2}=\rho$. For these two cases, $\rho_{2}$ provides information for a complete classification of the queueing system of interest.

Proof. If $m=1, \rho_{2}=\rho_{1}$ by their definitions. If all the service times are exponentially distributed with mean $1 / \mu_{k}$, we have $f_{K}^{*}\left(D_{0}\right)=\mu_{k}\left(\mu_{k} I-D_{0}\right)^{-1}, 1 \leqslant k \leqslant K$. Then $\rho_{2}$ is reduced to $\rho$.

Property 4.2 shows that $\rho_{2}$ does provide accurate information for system stability for many queueing systems of interest. In fact, numerical examples in section 7 will show that $\rho_{2}$ and $s p(P(\mathbf{X}))$ tend to be consistent with respect to system stability, though counterexamples can be easily found. The relationship between $\rho_{2}$ and $\operatorname{sp}(P(\mathbf{X}))$ is similar to, but not the same as, that of $\rho_{1}$ and $s p(P(\mathbf{X}))$ if $m=1$.

In summary, the above three approaches for system stability are either numerically difficult or may not provide correct information. Since it seems difficult, if not impossible, to obtain a simple performance measure for system stability of the queueing system of interest, in Section 5, we explore a novel approach to find sufficient conditions for the queueing system of interest to be stable or unstable.

## 5. New sufficient conditions for system stability and instability

In this section, we use lemmas 2.2 and 2.3 to find sufficient conditions for system stability or system instability by solving linear systems. We call this approach the linear system (LS) method. We shall first introduce two linear systems whose solutions provide information for system stability or instability. Then we propose a linear programming approach to solve the linear systems and so to find out whether or not the system is stable or unstable.

Let $\boldsymbol{\delta}=\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{m}\right)$. Define a linear system with variables $(\boldsymbol{\delta}, \mathbf{v}, \varepsilon)$ by

$$
\begin{equation*}
\sum_{j=1}^{K} \delta_{j} \mathbf{d}(k, j)+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D \mathbf{v}+\varepsilon \mathbf{e} \leqslant 0, \quad 1 \leqslant k \leqslant K \tag{5.1}
\end{equation*}
$$

where $\delta \geqslant 0,-\infty<v_{j}<\infty, 1 \leqslant j \leqslant m, \varepsilon \geqslant 0$, and

$$
\mathbf{d}(k, j)=\left\{\begin{array}{l}
\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}\right)^{-1}\left(\sum_{J \neq 0, J \in \mathbb{N}} D_{J} N(J, j)\right) \mathbf{e},  \tag{5.2}\\
\quad 1 \leqslant j, k \leqslant K, j \neq k ; \\
\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}\right)^{-1}\left(\sum_{J \neq 0, J \in \mathbb{N}} D_{J} N(J, j)\right) \mathbf{e}-f_{k}^{*}\left(D_{0}\right) \mathbf{e}, \\
1 \leqslant j=k \leqslant K .
\end{array}\right.
$$

Lemma 5.1. Consider the continuous time MMAP $[K] / G[K] / 1 / L C F S$ preemptive repeat queue defined in section 3. If the linear system (5.1) has a solution ( $\boldsymbol{\delta}, \mathbf{v}, \varepsilon$ ) with positive $\delta_{k}, 1 \leqslant k \leqslant K$, and positive $\varepsilon$, then the Markov chain $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is ergodic and the queueing system is stable.

Proof. We use lemma 2.2 to prove lemma 5.1. First, we note that the boundary conditions (i.e., $B^{*(1)}(k)$ is finite for $1 \leqslant k \leqslant K$ ) are satisfied since all average arrival rates are finite.

The idea of the proof of lemma 5.1 is to choose a direction $\boldsymbol{\delta}=\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)$ with $\delta_{k} \geqslant 0,1 \leqslant k \leqslant K$, such that, when $z_{k}(t)=1+\delta_{k} t, 1 \leqslant k \leqslant K$ (i.e., $\mathbf{z}(t)=\mathbf{e}+\delta t$ ) and $\mathbf{u}(t)=\mathbf{e}+t \mathbf{v}$, we have

$$
\begin{equation*}
A^{*}(k, \mathbf{z}(t)) \mathbf{u}(t) \leqslant z_{k}(t) \mathbf{u}(t)-t \varepsilon \mathbf{e}, \quad 1 \leqslant k \leqslant K \tag{5.3}
\end{equation*}
$$

with positive $\mathbf{u}(t)$ and $\delta \mathbf{e}=1$ for some positive $\varepsilon$ and positive $t$. By using the Taylor expansion of $A^{*}(k, \mathbf{z}(t))$ with respect to $t$, the problem can be transformed into the linear program.

First, by the explicit expression (3.1) of $D^{*}(\mathbf{z})$, the following Taylor expansion holds:

$$
\begin{equation*}
D^{*}(\mathbf{z}(t))=\sum_{J \in \mathbb{K}} \mathbf{z}(t)^{(J)} D_{J}=D+t \sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j)+\mathrm{o}(t) \tag{5.4}
\end{equation*}
$$

By the explicit expression (3.3) of $A^{*}(k, \mathbf{z})$, both sides of inequality (5.3) can be expanded and evaluated in the following way: for $t>0$ and $1 \leqslant k \leqslant K$,

$$
\begin{align*}
& {\left[f_{k}^{*}\left(D_{0}\right)+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\left(\sum_{J \neq 0, J \in \mathbb{N}} D_{J}+t\left(\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j)\right)\right)\right.} \\
& \left.\quad \times\left(1+\delta_{k} t\right)\right](\mathbf{e}+t \mathbf{v})+\mathrm{o}(t) \\
& = \\
& \quad f_{k}^{*}\left(D_{0}\right)+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\left(\sum_{J \neq 0, J \in \mathbb{N}} D_{J}\right) \mathbf{e} \\
& \quad+t\left[f_{k}^{*}\left(D_{0}\right) \mathbf{v}+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\right. \\
& \left.\quad \times\left(\sum_{J \neq 0, J \in \mathbb{K}} D_{J}\left(\delta_{k} \mathbf{e}+\mathbf{v}\right)+\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j) \mathbf{e}\right)\right]+\mathrm{o}(t) \\
& = \\
& \mathbf{e}+t\left[f_{k}^{*}\left(D_{0}\right) \mathbf{v}+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\right. \\
& \left.\quad \times\left(\sum_{J \neq 0, J \in \mathbb{K}} D_{J}\left(\delta_{k} \mathbf{e}+\mathbf{v}\right)+\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j) \mathbf{e}\right)\right]+\mathrm{o}(t)  \tag{5.5}\\
& \leqslant
\end{align*}
$$

where we have used $\left(-D_{0}\right)^{-1}\left(\sum_{J \neq 0} D_{J}\right) \mathbf{e}=\mathbf{e}$. Canceling the vector $\mathbf{e}$, dividing by $t$, letting $t \rightarrow 0$ on both sides of the inequality in equation (5.5), yields

$$
\begin{align*}
& f_{k}^{*}\left(D_{0}\right) \mathbf{v}+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-\mathbf{1}}\right)\left(\sum_{J \neq 0, J \in \mathbb{K}} D_{J}\left(\delta_{k} \mathbf{e}+\mathbf{v}\right)+\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \aleph} D_{J} N(J, j) \mathbf{e}\right) \\
& \quad \leqslant \delta_{k} \mathbf{e}+\mathbf{v}-\varepsilon \mathbf{e} . \tag{5.6}
\end{align*}
$$

After some algebra, equation (5.6) leads to

$$
\begin{align*}
(I & \left.-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\left(\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j)\right) \mathbf{e}-f_{k}^{*}\left(D_{0}\right) \mathbf{e} \delta_{k} \\
& +\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D \mathbf{v}+\varepsilon \mathbf{e} \leqslant 0 . \tag{5.7}
\end{align*}
$$

It is easy to see that inequality (5.7) is equivalent to the linear system (5.1). If the linear system (5.1) has a solution ( $\boldsymbol{\delta}, \mathbf{v}, \varepsilon$ ) with positive $\delta_{k}, 1 \leqslant k \leqslant K$, and positive $\varepsilon$, then equation (5.3) holds for small enough positive $t$ and for some positive $\varepsilon^{\prime}<\varepsilon$. Note that we can choose a small enough positive $t$ to ensure that inequality (5.3) is satisfied, $z_{k}(t)>1$ for $1 \leqslant k \leqslant K$, and $\mathbf{u}(t)$ is positive. By lemma 2.2, the Markov chain is ergodic. Consequently, the queueing system is stable.

Next, we turn our attention to system instability. Define the following linear system for $(\boldsymbol{\delta}, \mathbf{v}, \varepsilon)$ :

$$
\begin{equation*}
-\sum_{j=1}^{K} \delta_{j} \mathbf{d}(k, j)+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D \mathbf{v}+\varepsilon \mathbf{e} \leqslant 0, \quad 1 \leqslant k \leqslant K \tag{5.8}
\end{equation*}
$$

with $\delta \geqslant 0,-\infty<v_{j}<\infty, 1 \leqslant j \leqslant m$, and $\varepsilon \geqslant 0$.
By lemma 2.3, the following sufficient condition is obtained for system instability.
Lemma 5.2. Consider the continuous time MMAP $[K] / G[K] / 1 /$ LCFS preemptive repeat queue defined in section 3 . If the linear system (5.8) has a solution ( $\boldsymbol{\delta}, \mathbf{v}, \varepsilon$ ) with nonzero nonnegative vector $\boldsymbol{\delta}$ and positive $\varepsilon$, then the Markov chain $\left\{\left(q_{n}, \eta_{n}\right), n \geqslant 0\right\}$ is transient and the queueing system is unstable.

Proof. The proof is similar to that of lemma 5.1. Choose $z_{k}(t)=1-\delta_{k} t, 1 \leqslant k \leqslant K$, i.e., $\mathbf{z}(t)=\mathbf{e}-\boldsymbol{\delta} t$, and $\mathbf{u}(t)=\mathbf{e}+t \mathbf{v}$. By lemma 2.3, we need to find $\boldsymbol{\delta}$ and $\mathbf{v}$ such that $A^{*}(k, \mathbf{z}(t)) \mathbf{u}(t) \leqslant z_{k}(t) \mathbf{u}(t)$ for some positive $t$. As in the proof of lemma 5.1, we expand $A^{*}(k, \mathbf{z}(t)) \mathbf{u}(t) \leqslant z_{k}(t) \mathbf{u}(t)$ and evaluate the expanded expressions:

$$
\begin{aligned}
& {\left[f_{k}^{*}\left(D_{0}\right)+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\left(\sum_{J \neq 0, J \in \mathbb{N}} D_{J}-t\left(\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j)\right)\right)\right.} \\
& \left.\quad \times\left(1-\delta_{k} t\right)\right](\mathbf{e}+t \mathbf{v})+\mathrm{o}(t)
\end{aligned}
$$

$$
\begin{align*}
= & \mathbf{e}+t\left[f_{k}^{*}\left(D_{0}\right) \mathbf{v}+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-\mathbf{1}}\right)\right. \\
& \left.\times\left(\sum_{J \neq 0, J \in \mathbb{K}} D_{J}\left(\mathbf{v}-\delta_{k} \mathbf{e}\right)-\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{K}} D_{J} N(J, j) \mathbf{e}\right)\right]+\mathrm{o}(t) \\
\leqslant & \left(1-\delta_{k} t\right)(\mathbf{e}+t \mathbf{v}) \\
= & \mathbf{e}+t\left(\mathbf{v}-\delta_{k} \mathbf{e}\right)+\mathrm{o}(t) \tag{5.9}
\end{align*}
$$

Canceling the vector $\mathbf{e}$, dividing by $t$, and letting $t \rightarrow 0$ on both sides of the inequality in equation (5.9), yields

$$
\begin{align*}
& -\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right)\left(\sum_{j=1}^{K} \delta_{j} \sum_{J \neq 0, J \in \mathbb{R}} D_{J} N(J, j)\right) \mathbf{e}+\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D \mathbf{v} \\
& \leqslant-\delta_{k} f_{k}^{*}\left(D_{0}\right) \mathbf{e} \tag{5.10}
\end{align*}
$$

We add a vector $\varepsilon \mathbf{e}$ to the left-hand side of equation (5.10) to obtain equation (5.8). If the linear system (5.8) has a solution ( $\boldsymbol{\delta}, \mathbf{v}, \varepsilon$ ) with a nonzero nonnegative vector $\boldsymbol{\delta}$ and positive $\varepsilon$, inequality (5.10) is satisfied in the strict sense. That implies that inequality (5.9) holds for small enough positive $t$. Thus the conditions given in lemma 2.3 are satisfied for small enough positive $t$. Therefore, the queueing system is stable.

To use lemmas 5.1 and 5.2, we need to calculate the matrices $\left\{f_{k}^{*}\left(D_{0}\right), 1 \leqslant k \leqslant K\right\}$ and the vectors $\{\mathbf{d}(k, j), 1 \leqslant k, j \leqslant K\}$ in order to setup the linear systems (5.1) and (5.8). Then we need to solve the corresponding linear systems. It is easy to see that the idea of applying lemmas 5.1 and 5.2 is to show the existence of the required solutions to the linear systems. For that purpose, we introduce the following linear programs. First, we define a linear program from equation (5.1) to give a sufficient condition for a stable queueing system (LP-SQ):

$$
\begin{align*}
& \xi_{1}=\max \{\varepsilon\} \\
& \text { s.t. } \quad\left(\begin{array}{ccccc}
\mathbf{d}(1,1) & \ldots & \mathbf{d}(1, K) & \left(I-f_{1}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D & \mathbf{e} \\
\mathbf{d}(2,1) & \ldots & \mathbf{d}(2, K) & \left(I-f_{2}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D & \mathbf{e} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\mathbf{d}(K, 1) & \ldots & \mathbf{d}(K, K) & \left(I-f_{K}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D & \mathbf{e} \\
1 & \ldots & 1 & 0 & \ldots \\
0 & 0
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\delta} \\
\mathbf{v} \\
\varepsilon
\end{array}\right) \leqslant\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right), \\
&  \tag{5.11}\\
& \delta \geqslant 0, \quad \varepsilon \geqslant 0, \quad-\infty<v_{j}<\infty, \quad 1 \leqslant j \leqslant m .
\end{align*}
$$

Note that the constraints of the above linear program are from linear system (5.1), except that the constraint $\delta \mathbf{e}=1$ is added to ensure a finite optimal solution (which may
not be unique). Next, we define a linear program from equation (5.8) to give a sufficient condition for a unstable queueing system (LP-USQ):

$$
\begin{align*}
& \xi_{2}=\max \{\varepsilon\} \\
& \text { s.t. } \quad\left(\begin{array}{ccccc}
-\mathbf{d}(1,1) & \ldots & -\mathbf{d}(1, K) & \left(I-f_{1}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D & \mathbf{e} \\
-\mathbf{d}(2,1) & \ldots & -\mathbf{d}(2, K) & \left(I-f_{2}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D & \mathbf{e} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
-\mathbf{d}(K, 1) & \ldots & -\mathbf{d}(K, K) & \left(I-f_{K}^{*}\left(D_{0}\right)\right)\left(-D_{0}^{-1}\right) D & \mathbf{e} \\
1 & \ldots & 1 & 0 & \ldots \\
0 & 0
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\delta} \\
\mathbf{v} \\
\varepsilon
\end{array}\right) \leqslant\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right), \\
&  \tag{5.12}\\
& \\
& \boldsymbol{\delta} \geqslant 0, \quad \varepsilon \geqslant 0, \quad-\infty<v_{j}<\infty, \quad 1 \leqslant j \leqslant m .
\end{align*}
$$

Now, we are ready to present the main theorem of this paper.
Theorem 5.3. Consider the continuous time MMAP $[K] / G[K] / 1 /$ LCFS preemptive repeat queue defined in section 3. The linear system (5.1) has a solution with positive $(\delta, \varepsilon)$ if and only if $\xi_{1}>0$, i.e., the objective function of the optimal solution of LP-SQ (5.11) is positive. The linear system (5.8) has a solution with nonzero $\boldsymbol{\delta}$ and positive $\varepsilon$ if and only if $\xi_{2}>0$, i.e., the objective function of the optimal solution of LP-SQ (5.11) is positive. Consequently, if $\xi_{1}>0$, the queueing system is stable, and if $\xi_{2}>0$, the queueing system is unstable.

Proof. First, we note that both (5.11) and (5.12) have a feasible solution ( $\boldsymbol{\delta}, \mathbf{v}, \varepsilon)=$ $(0,0,0)$. Therefore, an optimal solution exists for both linear programs.

If the linear system (5.1) has a solution with positive $(\boldsymbol{\delta}, \varepsilon)$, then we have $\xi_{1}>$ $\varepsilon>0$. If the objective function of the optimal solution of (5.11) is positive, then the linear system (5.1) has a solution $(\boldsymbol{\delta}, \mathbf{v}, \boldsymbol{\varepsilon})$ with positive $\varepsilon$. Next, we show that $\boldsymbol{\delta}$ is also positive. If $\boldsymbol{\delta}=0$, then the constraints in equation (5.11) (except the last line) become $\left(I-f_{k}^{*}\left(D_{0}\right)\right)\left(-D_{0}\right)^{-1} D \mathbf{v}+\varepsilon \mathbf{e} \leqslant 0,1 \leqslant k \leqslant K$. Multiplying both sides of these inequalities by the nonnegative and nonzero vector $\boldsymbol{\theta}\left(-D_{0}\right)\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1}$, yields $\varepsilon \boldsymbol{\theta}\left(-D_{0}\right)\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1} \mathbf{e} \leqslant 0,1 \leqslant k \leqslant K$, which is a contradiction. (Note that $\boldsymbol{\theta} D=0$ and $\boldsymbol{\theta}\left(-D_{0}\right) \geqslant 0$ and $\boldsymbol{\theta}\left(-D_{0}\right) \neq 0$.) Therefore, $\boldsymbol{\delta}$ is nonzero. If the vector $\boldsymbol{\delta}$ is not positive, $\exists k$ such that $\delta_{k}=0$. Then we multiply $\boldsymbol{\theta}\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1}\left(-D_{0}\right)$ on both sides of the $k$ th inequality in (5.11) to obtain

$$
\begin{equation*}
\sum_{j=1, j \neq k}^{K} \delta_{j} \boldsymbol{\theta}\left(-D_{0}\right)\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1} \mathbf{d}(k, j)+\varepsilon \boldsymbol{\theta}\left(-D_{0}\right)\left(I-f_{k}^{*}\left(D_{0}\right)\right)^{-1} \mathbf{e} \leqslant 0 . \tag{5.13}
\end{equation*}
$$

Since all of the components of the above vectors are nonnegative and some of them are positive $(\varepsilon>0)$, the inequality cannot hold. Therefore, the vector $\delta$ is positive. By lemma 5.1, the queueing system is stable.

The second part of the theorem about equation (5.12) can be proved similarly. However, the vector $\boldsymbol{\delta}$ only has to be nonzero in this case.

We note that, if $m=1$, information provided by the solutions of (5.11) and (5.12) for system stability is sufficient and necessary. In fact, we have the following interesting results.

Corollary 5.4. Consider the continuous time MMAP $[K] / G[K] / 1 /$ LCFS preemptive repeat queue defined in section 3 . Assume $m=1$. Then the queueing system is stable if and only if LP-SQ (5.11) has a positive optimal objective value. The queueing system is unstable if and only if LP-USQ (5.12) has a positive optimal objective value. Consequently, if neither LP-SQ nor LP-USQ has a positive solution, then the Markov chain of interest is null recurrent.

Proof. First, we prove the conclusion for the stable case. If $m=1$, it is easy to see that $D=0$. Thus, the vector $\mathbf{v}$ is not involved. Then the constraints of (5.11) are reduced to $P(\mathbf{X}) \boldsymbol{\delta}-\boldsymbol{\delta}+\varepsilon \mathbf{e} \leqslant 0$ and $\boldsymbol{\delta} \mathbf{e} \leqslant 1$. If (5.11) has a positive optimal solution $(\boldsymbol{\delta}, \varepsilon)$, then $P(\mathbf{X}) \boldsymbol{\delta}<\boldsymbol{\delta}$, which implies that $s p(P(\mathbf{X}))<1$. Thus, the queueing system is stable. On the other hand, if the queueing system is stable, then we must have $\operatorname{sp}(P(\mathbf{X}))<1$, which implies that $P(\mathbf{X}) \boldsymbol{\delta}-\boldsymbol{\delta}+\varepsilon \mathbf{e} \leqslant 0$ holds for some positive $(\boldsymbol{\delta}, \varepsilon)$. In fact, we can choose

$$
\begin{equation*}
\delta_{k}=\frac{1}{f_{k}^{*}\left(D_{0}\right)}, \quad 1 \leqslant k \leqslant K \tag{5.14}
\end{equation*}
$$

Therefore, equation (5.11) has a positive solution $(\boldsymbol{\delta}, \varepsilon)$ and $\xi_{1}>0$.
The unstable queue case can be proved similarly. This completes the proof of corollary 5.4.

Unfortunately, it is not easy to check how accurate the information provided by equations (5.11) and (5.12) is if $m>1$. Nonetheless, the result for the case $m=1$ implies that (5.11) and (5.12) may provide useful information for system stability when $m>1$. In section 7, a numerical analysis on this issue shall be carried out to analyze the usefulness of theorem 5.3.

The sufficient conditions given by theorem 5.3 are closely related to that of $s p(P(\mathbf{X}))$. To see the connection, let $\mathbf{v}=0$. Then the constraints of equation (5.11) become $P(\mathbf{X}) \boldsymbol{\Delta}-\boldsymbol{\Delta}+\varepsilon \mathbf{e} \leqslant 0$, where $\boldsymbol{\Delta}=\left(\delta_{1} \mathbf{e}^{\mathrm{T}}, \delta_{2} \mathbf{e}^{\mathrm{T}}, \ldots, \delta_{K} \mathbf{e}^{\mathrm{T}}\right)^{\mathrm{T}}$. Thus, finding a solution to (5.11) is equivalent to finding a special type of subinvariant measure of $P(\mathbf{X})$. However, $P(\mathbf{X})$ may not have such a subinvariant vector. Thus, theorem 5.3 may fail to provide accurate information about system stability for some cases. Comparing the four methods, we observe that the PFE and FPP methods take the change of the phase of the underlying Markov process into consideration, while PTI and LS do not. Thus PTI and LS only provide partial information for the classification of the Markov chain of interest.

Compared to the methods introduced in section 4, the LS approach has a larger matrix to calculate (the constraints of equations (5.11) and (5.12)). In fact, the space complexity of the PFE method is $\mathrm{O}\left(\mathrm{Km}^{2}\right)$ and the space complexity of the LS method is $\mathrm{O}(K+m+1)(K m+1)=\mathrm{O}\left(K^{2} m+K m^{2}\right)$. If $m$ is much larger than $K$, then the space complexity of the two methods is more or less the same. On the other hand, the
matrix iterations for matrices $\mathbf{X}=\left\{X_{1}, \ldots, X_{K}\right\}$ that are necessary for the PFE and FPP methods are avoided so that time complexity can be reduced and numerical precision can be ensured. Furthermore, there are well developed algorithms and software for solving linear programming problems. Therefore, the LS approach does have advantages over other methods.

A theoretical issue related to LP-SQ (5.11) and LP-USQ (5.12) is whether or not they are consistent, i.e., they do not provide conflicting information about system stability. That question is answered by the following property.

Property 5.5. Consider LP-SQ (5.11) and LP-USQ (5.12). If $\xi_{1}>0$, then $\xi_{2}=0$ and the queueing system is stable. On the other hand, if $\xi_{2}>0$, then $\xi_{1}=0$ and the queueing system is unstable. It is possible that $\xi_{1}=\xi_{2}=0$. In this case, LP-SQ (5.11) and LP-USQ (5.12) provide no information about the stability of the queueing system.

Proof. We only have to show that it is impossible to have $\xi_{1}>0$ and $\xi_{2}>0$. If $\xi_{1}>0$ and $\xi_{2}>0$, then the optimal solutions $\left(\boldsymbol{\delta}_{1}, \mathbf{v}_{1}, \xi_{1}\right)$ and $\left(\boldsymbol{\delta}_{2}, \mathbf{v}_{2}, \xi_{2}\right)$ of (5.11) and (5.12), respectively, must have positive $\delta_{1}, \xi_{1}$, and $\xi_{2}$ (see the proof of theorem 5.3). Furthermore, $\boldsymbol{\delta}_{2}$ must be nonnegative and nonzero. Thus we can choose a positive $t$ such that $\boldsymbol{\delta}_{1}-t \boldsymbol{\delta}_{2}$ is a positive vector, since every component of $\boldsymbol{\delta}_{2}$ is finite. Then it is easy to verify that $\left(\boldsymbol{\delta}_{\mathbf{1}}-t \boldsymbol{\delta}_{2}, \mathbf{v}_{\mathbf{1}}+t \mathbf{v}_{2}, \xi_{1}+t \xi_{2}\right)$ is a feasible solution to (5.11). But $\xi_{1}+t \xi_{2}>\xi_{1}$, which contradicts the optimality of $\xi_{1}$.

To end this section, we propose a computational scheme to check whether or not the queueing system defined in section 3 is stable or unstable.
Step 1. Calculate $\left\{f_{k}^{*}\left(D_{0}\right), 1 \leqslant k \leqslant K\right\}$.
Step 2. Calculate $\{\mathbf{d}(k, j), 1 \leqslant k, j \leqslant K\}$ by equation (5.2).
Step 3. Solve LP-SQ (5.11) and LP-USQ (5.12).
Step 4. If neither (5.11) nor (5.12) provides information about system stability, use the PFE method given in section 4.1.

## 6. Computational details and PH-distributed service times

In sections 4 and 5, we introduced four methods for checking system stability. For all four methods, computation is straightforward except for the matrices $\left\{f_{k}^{*}\left(D_{0}\right), 1 \leqslant\right.$ $k \leqslant K\}$. In this section, we address that issue when the service times have either PHdistributions or mixed PH-distributions.

By definition (3.3), the computation of the matrices $\left\{f_{k}^{*}\left(D_{0}\right), 1 \leqslant k \leqslant K\right\}$ can be done using standard methods of integration. Unfortunately, these general methods are not always efficient and may cause significant errors in computation. To overcome such a problem, at least partially, we consider a special class of distributions, PH-distributions, for the service times. We derive an explicit formula for computing the matrices $\left\{f_{k}^{*}\left(D_{0}\right)\right.$,
$1 \leqslant k \leqslant K\}$. Note that it is well known that PH-distributions can be used to approximate any probability distribution. Therefore, the assumption about the service times is not too restrictive.

Let ( $\boldsymbol{\alpha}_{k}, T_{k}, T_{k}^{0}$ ) be the matrix representation of the PH-distribution for the service times of type $k$ customers, for $1 \leqslant k \leqslant K$, where $\boldsymbol{\alpha}_{k}$ is a nonnegative row vector of the size $m_{k}$ with $\boldsymbol{\alpha}_{k} \mathbf{e}=1, T_{k}$ is an $m_{k} \times m_{k}$ matrix with negative diagonal elements and nonnegative off-diagonal elements, and $T_{k}^{0}$ is a nonnegative column vector of the size $m_{k}$ given by, $T_{k}^{0}=-T_{k} \mathbf{e}$. We refer to [16] for more details about PH-distributions. It is well known that $F_{k}(x)=1-\alpha_{k} \exp \left\{T_{k} x\right\} \mathbf{e}$ and $f_{k}^{*}(s)=\boldsymbol{\alpha}_{k}\left(s I-T_{k}\right)^{-1} T_{k}^{0}$.

Lemma 6.1. If $F_{k}(x)$ has a PH -distribution with matrix representation $\left(\boldsymbol{\alpha}_{k}, T_{k}, T_{k}^{0}\right)$, then $f_{k}^{*}\left(D_{0}\right)$ defined by equation (3.3) is given explicitly as, for $1 \leqslant k \leqslant K$,

$$
\begin{equation*}
f_{k}^{*}\left(D_{0}\right)=\left(\boldsymbol{\alpha}_{k} \otimes I_{m}\right) \phi^{-1}\left(\phi\left(-I_{m_{k} m}\right)\left(T_{k}^{\mathrm{T}} \otimes I_{m_{k} m^{2}}+I_{m_{k}^{2} m} \otimes D_{0}\right)^{-\mathbf{1}}\right)\left(T_{k}^{0} \otimes I_{m}\right) \tag{6.1}
\end{equation*}
$$

where $\otimes$ is the Kronecker product of matrices, $\phi(\cdot)$ is the direct sum of matrices, and $\phi^{-1}(\cdot)$ is the inverse transform of $\phi(\cdot)$ (the definition of $\phi(\cdot)$ is given right after equation (6.4)).

Proof. First, note that for any four matrices $X, Y, Z$, and $W$, we have $(X Y) \otimes(Z W)=$ $(X \otimes Z)(Y \otimes W)$, provided that all multiplications are well-defined (see [6] for more details about the Kronecker product). Then

$$
\begin{align*}
f_{k}^{*}\left(D_{0}\right) & =\int_{0}^{\infty} F_{k}(\mathrm{~d} x) \exp \left\{x D_{0}\right\}=\int_{0}^{\infty} \boldsymbol{\alpha}_{k} \exp \left\{T_{k} x\right\} T_{k}^{0} \mathrm{~d} x \exp \left\{x D_{0}\right\} \\
& =\int_{0}^{\infty}\left(\boldsymbol{\alpha}_{k} \exp \left\{T_{k} x\right\} T_{k}^{0}\right) \otimes\left(\exp \left\{x D_{0}\right\}\right) \mathrm{d} x \\
& =\int_{0}^{\infty}\left(\boldsymbol{\alpha}_{k} \otimes I_{m}\right)\left(\exp \left\{T_{k} x\right\} \otimes \exp \left\{x D_{0}\right\}\right)\left(T_{k}^{0} \otimes I_{m}\right) \mathrm{d} x \\
& =\left(\boldsymbol{\alpha}_{k} \otimes I_{m}\right) \int_{0}^{\infty}\left(\exp \left\{T_{k} x\right\} \otimes \exp \left\{x D_{0}\right\}\right) \mathrm{d} x\left(T_{k}^{0} \otimes I_{m}\right) \tag{6.2}
\end{align*}
$$

Note that the subscript of $I$ represents the size of that matrix. Using the definition of the exponential functions $\exp \left\{T_{k} x\right\}$ and $\exp \left\{D_{0} x\right\}$, we have

$$
\begin{align*}
\exp \left\{T_{k} x\right\} \otimes \exp \left\{x D_{0}\right\} & =\sum_{n, w \geqslant 0} \frac{x^{n+w}}{n!w!} T_{k}^{n} \otimes D_{0}^{w}=\sum_{n, w \geqslant 0} \frac{x^{n+w}}{n!w!}\left(T_{k}^{n} I_{m_{k}}^{w}\right) \otimes\left(I_{m}^{n} D_{0}^{w}\right) \\
& =\sum_{n, w \geqslant 0} \frac{x^{n+w}}{n!w!}\left(T_{k} \otimes I_{m}\right)^{n}\left(I_{m_{k}} \otimes D_{0}\right)^{w} \\
& =\exp \left\{\left(T_{k} \otimes I_{m}\right) x\right\} \exp \left\{\left(I_{m_{k}} \otimes D_{0}\right) x\right\} \tag{6.3}
\end{align*}
$$

Partial integration leads to

$$
\begin{align*}
L_{k} \equiv & \int_{0}^{\infty} \exp \left\{\left(T_{k} \otimes I_{m}\right) x\right\} \exp \left\{\left(I_{m_{k}} \otimes D_{0}\right) x\right\} \mathrm{d} x \\
= & -\left(I_{m_{k}} \otimes D_{0}\right)^{-1} \\
& -\left(T_{k} \otimes I_{m}\right) \int_{0}^{\infty} \exp \left\{\left(T_{k} \otimes I_{m}\right) x\right\} \exp \left\{\left(I_{m_{k}} \otimes D_{0}\right) x\right\} \mathrm{d} x\left(I_{m_{k}} \otimes D_{0}\right)^{-1} \\
= & -\left(I_{m_{k}} \otimes D_{0}\right)^{-1}-\left(T_{k} \otimes I_{m}\right) L_{k}\left(I_{m_{k}} \otimes D_{0}\right)^{-1} \tag{6.4}
\end{align*}
$$

By routine algebra, (6.4) yields $\left(T_{k} \otimes I_{m}\right) L_{k}+L_{k}\left(I_{m_{k}} \otimes D_{0}\right)=-I_{m_{k} m}$. Denote by $\phi(X)$ the direct-sum of the matrix $X$, i.e., put all rows of $X$ from top to bottom into a single row vector from left to right. Note that for any three matrices $X, Y$, and $Z$, $\phi(X Y Z)=\phi(Y)\left(X^{\mathrm{T}} \otimes Z\right)$, providing that the matrix multiplications are well-defined (see [16] for more about the direct sum). Then we have

$$
\begin{equation*}
\phi\left(L_{k}\right)\left[\left(T_{k} \otimes I_{m}\right)^{\mathrm{T}} \otimes I_{m_{k} m}\right]+\phi\left(L_{k}\right)\left[I_{m_{k} m} \otimes I_{m_{k}} \otimes D_{0}\right]=\phi\left(-I_{m_{k} m}\right) \tag{6.5}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\phi\left(L_{k}\right)=\phi\left(-I_{m_{k} m}\right)\left(\left(T_{k} \otimes I_{m}\right)^{\mathbf{T}} \otimes I_{m_{k} m}+I_{m_{k} m} \otimes I_{m_{k}} \otimes D_{0}\right)^{-1} \tag{6.6}
\end{equation*}
$$

The inverse matrix in equation (6.6) exists since $T_{k}$ and $D_{0}$ are invertible.
Finally, combining equations (6.2) and (6.6) yields (6.1). This completes the proof of lemma 6.1.

Once the matrices $\left\{f_{k}^{*}\left(D_{0}\right), 1 \leqslant k \leqslant K\right\}$ are obtained, we are ready to apply any of the four methods for system stability. In fact, applying the PTI and LS methods is now straightforward, though the latter requires an algorithm to solve linear programming problems. As for the PFE and FPP methods, we have all the basic matrices needed for further calculations.

To end this section, we briefly consider the mixed PH-distribution case. We assume that the service times have the following mixture of PH-distributions, $1 \leqslant k \leqslant K$,

$$
\begin{equation*}
F_{k}(x)=\sum_{n=1}^{S_{k}} p_{k, n}\left[1-\boldsymbol{\alpha}_{k}(n) \exp \left\{T_{k}(n) x\right\} \mathbf{e}\right] \tag{6.7}
\end{equation*}
$$

where $\sum_{n=1}^{S_{k}} p_{k, n}=1, S_{k} \geqslant 1$, and the dimension of $\boldsymbol{\alpha}_{k}(n)$ and $T_{k}(n)$ is $m_{k, n}$. Using lemma 6.1, it can be proved that

$$
\begin{align*}
f_{k}^{*}\left(D_{0}\right)= & \sum_{n=1}^{S_{k}} p_{k, n}\left(\boldsymbol{\alpha}_{k}(n) \otimes I_{m}\right) \phi^{-1}\left(\phi ( - I _ { m _ { k , n } m } ) \left(T_{k}(n)^{\mathrm{T}} \otimes I_{m_{k, n} m^{2}}\right.\right. \\
& \left.\left.+I_{m_{k, n}^{2} m} \otimes D_{0}\right)^{-1}\right)\left(T_{k}^{0}(n) \otimes I_{m}\right), \tag{6.8}
\end{align*}
$$

where $T_{k}^{0}(n)=-T_{k}(n)$ e. Details are omitted. The mixed PH-distribution is interesting since it includes the mixed Erlang distributions and many other commonly used distributions as its special cases.

## 7. Numerical examples

In this section, we compare the four approaches for system stability and show, numerically, the usefulness of the sufficient conditions given in section 5 . We shall mainly compare the following methods:

1. Perron-Frobenius Eigenvalue (PFE). Use theorem 2.1 with the matrix $P(\mathbf{X})$, where $\mathbf{X}$ is the stochastic fixed point of equation (4.1).
2. First Passage Probability (FPP). Use the matrices in the minimal solution G.
3. Pseudo-Traffic Intensity (PTI). Use the function $\rho_{2}$ defined in equation (4.5).
4. Linear System (LS). Use LP-SQ (5.11) and LP-USQ (5.12).

While information obtained from PFE and FPP accurately predicts the stability of the system, information provided by PTI and LS does not. Since the fixed points of equation (4.1) are not involved, the PTI and LS methods are computationally much more efficient than the PFE and FPP methods, especially when $m$ is large. Thus, each of the four methods has some advantages and some disadvantages. Since PFE and FPP are consistent, we shall mainly compare the PFE, PTI, and LS methods.

First, as we promised, we show in example 7.1 that the PFE, PTI, and LS methods may provide different information about system stability. The implication is that the PTI and LS methods are inaccurate. Nonetheless, in example 7.3, we shall show how good the PTI and LS methods are by summarizing the results from a large number of randomly chosen examples.

Example 7.1. First, we consider a queueing system defined in section 3 with two types of customers. System parameters are given as follows: $K=m=2$,

$$
\begin{array}{lll}
D_{0}=\left(\begin{array}{cc}
-10 & 0 \\
0 & -1
\end{array}\right), & D_{1}=\left(\begin{array}{cc}
4.5 & 0.5 \\
0 & 0
\end{array}\right), & D_{2}=\left(\begin{array}{cc}
2 & 0 \\
0 & 0
\end{array}\right), \\
D_{12}=\left(\begin{array}{cc}
2 & 0 \\
1 & 0
\end{array}\right), & D_{22}=\left(\begin{array}{cc}
1 & 0 \\
0 & 0
\end{array}\right) ; & \\
m_{1}=2, & \alpha_{1}=(0.2,0.8), & T_{1}=\left(\begin{array}{cc}
-0.4 & 0 \\
2 & -24.2
\end{array}\right) ; \\
m_{2}=2, & \alpha_{2}=(0.3,0.7), & T_{2}=\left(\begin{array}{cc}
-20 & 0.5 \\
1 & -11
\end{array}\right) .
\end{array}
$$

All other matrices are zero. For this queueing system, we have both single arrivals and batch arrivals. The average arrival rates are $\lambda_{1}=6.66667$ and $\lambda_{2}=2.6667$. The average
service rates are $\mu_{1}=1.4319$ and $\mu_{2}=12.0936$. Then it is easy to obtain $\rho=4.8761$. The matrices $\left\{f_{k}^{*}\left(D_{0}\right), 1 \leqslant k \leqslant 2\right\}$ are obtained as follows:

$$
f_{1}^{*}\left(D_{0}\right)=\left(\begin{array}{cc}
0.5288 & 0.0  \tag{7.2}\\
0.0 & 0.7800
\end{array}\right), \quad f_{2}^{*}\left(D_{0}\right)=\left(\begin{array}{cc}
0.5528 & 0.0 \\
0.0 & 0.9238
\end{array}\right) .
$$

We have $\rho_{2}=0.9865$. After calculating $\left\{G_{1}, G_{2}\right\}$ and $\left\{X_{1}, X_{2}\right\}$, we find that $\left\{G_{1}, G_{2}\right\}$ are clearly nonstochastic and $\operatorname{sp}(P(\mathbf{X}))=1.0107$. Thus, the queueing system is unstable and the PTI method does not provide accurate information about it.

It is interesting to point out that $\rho=4.8761$ is far larger than $\operatorname{sp}(P(\mathbf{X}))$ because the service times have the decreasing failure rate property. Thus, it is likely that new customer may have a shorter remaining service time than an old one. This example shows that, unlike the work conserving queues, the stability of non work conserving queues is not intuitive. Example 7.2 shows that even when $\rho>4$, the LCFS queue introduced in section 3 can be stable. This fact is useful in the design of queueing systems.

Now, we turn to the LS methods. For this example, both $\xi_{1}$ and $\xi_{2}$ are zero. Therefore, we cannot apply theorem 5.3 to find whether or not the system is stable. In fact, PFE and FPP are the only methods that work for this example. Why do both PTI and LS methods fail to provide useful information for this case? It seems that the queueing system is close to the border line of being stable or unstable as suggested by the value of $s p(P(\mathbf{X}))$. The following example makes this point clearer.

Example 7.2. Consider the same queueing system as in example 7.1 except that the service times of type 1 customers have the following PH-distribution:

$$
m_{1}=2, \quad \alpha_{1}=(0.2,0.8), \quad T_{1}=\left(\begin{array}{cc}
-0.4 & 0  \tag{7.3}\\
2 & -\mu
\end{array}\right)
$$

where $\mu \geqslant 2$. Letting $\mu$ go from 15 to 35 , we plot $\rho_{2}, \operatorname{sp}(P(\mathbf{X})), \xi_{1}$, and $\xi_{2}$ for the corresponding queueing systems in figure 1 . We point out that, in figure $1, \operatorname{sp}(P(\mathbf{X}))$ is the only measure that always provides correct information about system stability.

Note that in figure 1, the horizontal line crossing the vertical axis at 1 is introduced to see the difference between the PFE and PTI methods clearly.

As shown in figure 1 , when $s p(P(\mathbf{X}))$ is close to one around $\mu=24(20<\mu$ $<27$ ), $\rho_{2}, \xi_{1}$ and $\xi_{2}$ does not provide correct information for system stability. If $\mu<23$ or $\mu>26, \rho_{2}$ provides correct information for system stability. When $20<\mu<27$, $\xi_{1}$ and $\xi_{2}$ do not provide any information for system stability since they are both zero. If $\mu<23, \xi_{2}$ provides information for system instability. If $\mu>26, \xi_{1}$ provides information for system stability. This and many other examples show that $\rho_{2}$ is more accurate than $\xi_{1}$ and $\xi_{2}$ with respect to predicting system stability. However, $\rho_{2}$ is an approximation and information from $\rho_{2}$ is unreliable. On the other hand, when $\xi_{1}$ and $\xi_{2}$ are not both zero, the information about system stability is correct.


Figure 1. Plot of $s p(P(\mathbf{X})), \rho_{2}, \xi_{1}$, and $\xi_{2}$ for example 7.2.


Figure 2. Plot of $s p(P(\mathbf{X}))$ and $\rho_{2}$.

Example 7.3. In this example, we plot $\operatorname{sp}\left(P(\mathbf{X})\right.$ ) against $\rho_{2}, \xi_{1}$ and $\xi_{2}$ for a large number of randomly chosen examples. In figure 2 , we plot $\left(\operatorname{sp}(P(\mathbf{X})), \rho_{2}\right)$. In figure 3, we plot $\left(s p(P(\mathbf{X})), \xi_{1}\right)$ and $\left(s p(P(\mathbf{X})), \xi_{2}\right)$.

Figure 2 shows that $\rho_{2}$ and $s p(P(\mathbf{X}))$ are consistent for most of the examples. But there are a significant number of exceptions around $\operatorname{sp}(P(\mathbf{X}))=1$. Thus, if the queueing system is on the border of being stable or unstable, $\rho_{2}$ cannot be used to predict stability of the queueing system. From property 4.1 , if $m=1$, we expect to see that $s p(P(\mathbf{X}))>\rho_{2}$ if $s p(P(\mathbf{X}))<1$ and $s p(P(\mathbf{X}))<\rho_{2}$ if $s p(P(\mathbf{X}))>1$. Figure 1


Figure 3. Plots of $\left(s p(P(\mathbf{X})), \xi_{1}\right)$ and $\left(s p(P(\mathbf{X})), \xi_{2}\right)$.
shows that that relationship holds for most of the examples. Again, if $\operatorname{sp}(P(\mathbf{X})) \approx 1$, a significant number of exceptions occur. In conclusion, $\rho_{2}$ can be used for system stability if its value is not close to 1 .

By theorem 5.3, $\xi_{1}$ is completely useless when the queue is unstable and $\xi_{2}$ is completely useless when the queue is stable. Therefore, we plot $\left(\operatorname{sp}(P(\mathbf{X})), \xi_{1}\right)$ only for $s p(P(\mathbf{X}))<1$ and $\left(s p(P(\mathbf{X})), \xi_{2}\right)$ only for $s p(P(\mathbf{X}))>1$. Figure 3 shows that both $\xi_{1}$ and $\xi_{2}$ fail to provide information about queueing stability when $\operatorname{sp}(P(\mathbf{X})) \approx 1(0.95<$ $s p(P(\mathbf{X}))<1.05)$. Nonetheless, figure 3 does show that $\xi_{1}$ starts to provide information when $\operatorname{sp}(P(\mathbf{X}))$ goes below 0.95 and $\xi_{1}$ starts to provide information when $\operatorname{sp}(P(\mathbf{X}))$ goes above 1.05. Figure 3 also shows that $\xi_{1}$ and $\xi_{2}$ may provide useful information even when $\operatorname{sp}(P(\mathbf{X}))$ is close to one. It is reasonable to conclude that if both LP-SQ and LP-USQ do not provide information for system stability, i.e., $\xi_{1}=\xi_{2}=0$, then the queueing system is on the border between being stable and unstable.

In conclusion, the PTI approach provides accurate information about system stability for many of the queueing systems of interest. But it can fail for others, especially when $\rho_{2}$ is close to one. The LS methods do provide correct information about system stability but may not work when the queueing system is on the border between being stable or unstable. It is then reasonable to believe that the information provided by the PTI and LS methods can be used to classify our queueing system as stable, not sure but close to unstable, not sure but close to stable, and unstable. In summary, the following scheme can be used for system stability, without using the PFE and FPP methods.

- If $\xi_{1}>0$, the queueing system is stable.
- If $\xi_{2}>0$, the queueing system is unstable.
- If $\xi_{1}=\xi_{2}=0$ and $\rho_{2}$ is close to one, the queueing system is on the border of being stable or unstable.
- Otherwise, it is unsure.
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