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Abstract: This article is concerned with a general multi-class multi-server priority queueing system with customer priority
upgrades. The queueing system has various applications in inventory control, call centers operations, and health care management.
Through a novel design of Lyapunov functions, and using matrix-analytic methods, sufficient conditions for the queueing system
to be stable or instable are obtained. Bounds on the queue length process are obtained by a sample path method, with the help of an
auxiliary queueing system. © 2012 Wiley Periodicals, Inc. Naval Research Logistics 59: 362–375, 2012
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1. INTRODUCTION

We consider a service system with S identical servers
and N customer classes. The distinguishing feature in our
model is that customers automatically progress from their
current class to the next more important class after a so-
called upgrading time. In the system, customers are served
according to an absolute priority rule, that is, when a server
frees up, the server proceeds to serve one of the customers in
queue with the highest class index and, among all those, has
been waiting the longest time. The service process is preemp-
tive repeat, that is, a customer’s service is preempted when
all servers are busy and a new customer of a higher class
index arrives; in this case, the customer’s service needs to be
repeated from scratch. We assume that the customer arrival
processes are marked Markovian arrival processes (MMAP)
and service times are of general phase type. The upgrade
times are confined to a more specific class of phase type
distributions, the so-called Coxian distributions. We derive
system stability conditions and characterize the steady-state
queue lengths.

Potential applications of the queueing model of interest can
be found in emergency department management and perish-
able inventory control, where the system feature applies. In a
hospital emergency department, patients are categorized into
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critical and noncritical groups. A patient in the critical group
will be attended by a doctor, if one is available, as soon as
the patient arrives. The condition of a patient in the noncriti-
cal group may deteriorate while waiting, and become critical.
Then the patient has to be attended as soon as a doctor is avail-
able. For inventory control of perishable goods in a custom
inspection system, perishable products such as food require
immediate attention (e.g., [9]). Products may be expedited
while waiting and need to be inspected at the earliest available
time. In such systems, items have different service priorities.
The service priority of an item may increase while waiting.

Applications of multi-class queueing models with cus-
tomers’ class constantly evolving over time are not limited to
the above. For instance, Akan et al. [2] consider the problem
of designing an efficient liver allocation system for allocat-
ing donated organs to patients waiting for transplantation,
which is the only viable treatment for end-stage liver disease.
They model the system as a multiclass queue, which cap-
tures the disease evolution by allowing the patients to switch
between classes over time, for example, patients waiting for
transplantation may get sicker/better, or may die, and use
clinical databases and data from the current United Network
for Organ Sharing System. In their model, both upgrades and
downgrades between priorities are considered.

In the context of call centers application, customers can
access the service provided by the call center either by phone
or email. The incoming calls need to be answered quickly,
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and hence have high priority. However, email requests not
being responded to for a long time, will be replaced by a
phone call by the customer. Then the problem is how to man-
age the call center with consideration of possible transfers
between different types of service. Down and Lewis [11]
introduce a new method of mitigating the problem of long
wait times for low priority customers in a two-class queueing
system, where low priority customers will be upgraded to the
high priority class after they have been in queue for some
time. This model is quite close to ours, except that there is
an upper limit for the total number of low priority customers
who can upgrade their priorities, and there are two groups of
servers.

In this article, we emphasize the emergency health care
application. In a hospital emergency department, every
patient is triaged on presentation before its medical treat-
ment, no matter which triage scale is used. Triage is an
important concept involving prioritization using professional
nursing judgment on patients’ conditions [26]. The emer-
gency department uses triage to determine the workflow
within the department for the patients who need to be seen
quickly, prioritizing those at high risk. This rations patient
treatment efficiently when resources are insufficient for all
to be treated immediately. Patients are generally classified
into several priority categories. For instance, according to
the Singapore Patients Acuity Category Scale [25], patients
are triaged into four categories: P1, P2, P3, and P4. For P2
patients, it stated:

These patients are ill, non-ambulant, and in various forms
of severe distress. …The severity of their symptoms requires
very early attention. Failure to do so will like result in early
deterioration of their medical status. …

We notice that there is deterioration of patient conditions in
emergency departments, though there is no published data to
support this. However, there are on average 41,467 (34.6%)
P2 patients in the ED of Singapore General Hospital each
year [25]. That implies that a certain number of patients will
have medical status deterioration because of delayed med-
ical treatment. This phenomenon will certainly affect the ED
practice.

Motivated by the various applications in call centers
and inventory control, especially in health care manage-
ment, we introduce and analyze a preemptive repeat priority
MMAP[N ]/(COX, PH)/S queue with priority upgrades. Our
study is closely related to queueing systems with customer
priorities and queueing systems with customer transfers,
which have been studied extensively. Some of the existing
papers focus on system stability conditions, some on the sta-
tionary analysis of the queue length(s) and waiting times, and
some on customer transfer strategies [1,16,20,28,29,32–34].
However, a queueing model with both service priority and
customer transfers (i.e., priority upgrades) has not been
considered explicitly, except for Xie et al. [30, 31].

Xie et al. [30,31] investigate a similar queueing model that
has a Poisson arrival process, exponential service times, and
exponential transfer times. Although the arrival process of an
emergency department may be Poisson [15], the service times
are almost surely not exponential. Recent empirical studies
show that the arrival process of some service systems is not
a Poisson process, and the service times are not exponen-
tially distributed [4]. Thus, application of the model in Xie
et al. [30, 31] is limited due to its restrictive assumptions on
the arrival, service, and upgrade processes.

In this article, we assume that the arrival process is
a MMAP, the service times have phase-type distributions
(PH), and the upgrading times have Coxian distributions.
MMAP is a versatile process that can be used to model compli-
cated multitype arrival processes with correlations between
individual arrivals and/or with special arrival patterns. This
is really helpful in modeling the arrival process in health care
systems, where patients usually develop more than one dis-
ease. According to Asmussen and Koole [3], MMAP can ade-
quately approximate any multitype arrival processes. Both
PH-distributions and Coxian distributions can approximate
any probability distribution defined on [0, ∞). Consequently,
the queueing model under investigation in this article is rather
general and can be a good approximation to real systems.

For the preemptive repeat priority MMAP[N ]/(COX,
PH)/S queue of interest, we obtain results on system stabil-
ity conditions and stationary distributions of queue lengths.
The results obtained in this article imply that system stabil-
ity/instability depends only on the service rate of customers
of the highest priority and the arrival rates of individual types
of customers. That implies that system stability/instability is
independent of the service rates and upgrade rates of lower
priority customers. The results also imply that the correlations
between the arrival processes of customers have no impact on
system stability/instability. The results can be useful in the
design of such queueing systems. For instance, the results
indicate that, as far as system stability is concerned, there is
no need to allocate excessive resource to the service of lower
priority customers. Compared to that of Xie et al. [30], the
queueing model considered in this article has fairly general
assumptions on its arrival process, service times, and upgrade
times, and captures features such as the correlations between
arrivals, which do not exist in the simpler model. Therefore,
the applicability of the results is extended significantly.

The mean-drift method, matrix-analytic methods, and
stochastic comparison techniques are the main mathemat-
ical tools used in this article. The mean-drift method
[7, 8, 12, 13, 21] has been used to classify Markov processes
and queueing models. One of the key steps in using this
method is the construction of the Lyapunov (test) functions.
In this article, two special Lyapunov functions are introduced
and they lead to the findings of simple conditions for system
stability and instability. Matrix-analytic methods have been
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used in the analysis of complicated queueing models [24].
The methods are effective in the development of algorithms
for computing performance measures. The methods have also
been used in the study of stability conditions for queueing
models [10,18]. Stochastic comparison is also a widely used
method in stochastic modeling [27].

The remainder of the paper is organized as follows. The
queueing model of interest is introduced in Section 2. Section
3 defines a continuous time Markov chain (CTMC) associated
with the queue length processes explicitly. System stability
conditions are given in Section 4. Section 5 studies the queue
length processes. Section 6 concludes the paper.

2. QUEUEING MODEL

The queueing model of interest consists of S identical
servers serving N types of customers: type 1, type 2, . . .,
and type N customers. Type 1, 2, . . ., and N customers form
queue 1, 2, . . ., and N , respectively. Type N customers have
the highest service priority, type N − 1 the second highest
service priority, . . ., and type 1 the lowest service priority.
The priority level of a type k customer is k. The S servers are
numbered as server 1, 2, . . ., and S.

A type k customer can upgrade to a type k + 1 customer
while it is waiting for service, for 1 ≤ k ≤ N − 1. The time
for a waiting type k customer to be upgraded to a type k + 1
customer is called the upgrade time. The clock of the upgrade
time of a customer is set to zero as soon as the customer joins
a queue waiting for service. A customer in service does not
change its type or its priority level.

Customers are served on a preemptive repeat basis. That
implies that an interrupted service is repeated. We also
assume that the clock of the upgrade time of a customer whose
service is interrupted is reset to zero. The service discipline
is specified as follows.

a. Suppose that, when a type k customer arrives, some
of the servers are idle. Then the type k customer
is served immediately by one of the idle servers.
Exactly which server is assigned does not affect
system’s stability and performance analysis.

b. Suppose that, when a type k customer arrives, all
servers are busy. If the priority level of all customers
in service is k or higher, then the type k customer
joins queue k. The clock of the customer’s upgrade
time is set to zero and begins to click. If the priority
level of some customers in service is lower than k,
then one of the customers of the lowest priority in
service is pushed out of its server and back into its
queue, and the server begins to serve the type k cus-
tomer immediately. The clock of the upgrade time of
the customer pushed out is reset to zero and begins to
click. The service of this customer will be repeated

from scratch. Exactly which customer of the lowest
priority in service is pushed out does not affect the
system’s stability analysis.

c. Suppose that, when a server completes serving a cus-
tomer, at least one queue is not empty. Then the server
chooses a customer from the nonempty queue of the
highest priority and begins to serve it immediately.
Exactly which customer is chosen from that queue
does not affect the system stability and performance
analysis. For mathematical convenience, a method
for the server to choose a customer will be specified,
after the distribution of the upgrade time is defined
later in this section.

d. Suppose that, when a type k customer upgrades to a
type k+1 customer, there are type k customers in ser-
vice. Then one of the type k customers in service is
pushed back into queue k. The server begins to serve
the upgraded customer immediately. The clock of the
upgrade time of the type k customer just pushed out
is reset to zero and begins to click. That customer
will repeat its service when it enters a server later.

Next, we define the arrival process, service times, and
upgrade times explicitly.

The Arrival Process: The N types of customers arrive
according to a MMAP (MMAP[N ]) (Readers are referred
to [3,17,19,23] for more about MMAP[N ]). The MMAP[N ]
has a matrix representation {D0, DJ , J ∈ �}, where � is a
set of strings of integers defined as

� = {J : J = j1j2 · · · jN , where j1, j2, . . . , jN ≥ 0,

J �= 0, DJ �= 0}, (2.1)

D0 and {DJ , J ∈ �} are matrices of order ma , D0 is a
matrix with negative diagonal elements and nonnegative off-
diagonal elements, {DJ , J ∈ �} are nonnegative elements.
The matrix DJ , J ∈ �, is for the arrival rates of type J

batches that include j1 type 1 customers, j2 type 2 cus-
tomers, . . ., and jN type N customers, conditioning on the
phase of a underlying CTMC just before the arrival. Let
D = D0 +∑

J∈� DJ . We have De = 0, where e is a column
vector with all elements being one. Then D is the infinitesimal
generator of the underlying CTMC of the arrival process. We
assume that the matrix D is irreducible, that is, the underlying
CTMC is irreducible. Let Ia(t) be the phase of the underlying
CTMC at time t . Denote by θa the nonnegative row vector
satisfying θaD = 0 and θae = 1. Since D is irreducible,
every element of θa is positive. Then the stationary arrival
rate of type k customers is given by λk = θa

∑
J∈� jkDJ e,

for 1 ≤ k ≤ N .
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Define D∗(z) = D0 + ∑
J∈� z|J |DJ , where |J | = j1 +

j2 + · · · + jN , which is the number of customers (regardless
of their types) in the batch J . We assume that there exists
ẑ > 1 such that D∗(z) is a finite matrix for 0 < z < ẑ. This
assumption is not restrictive, since it is satisfied if the set �

has a finite number of elements or the batch size has a discrete
phase-type distribution [24].

To make it easy to understand MMAP[N ], we give two
examples of MMAP[N ].

EXAMPLE 2.1: Assume that all customers arrive indi-
vidually, i.e., all batch sizes are one. For this case,
� = {10 · · · 0, 010 · · · 0, . . . , 0 · · · 01}. A string J =
0 · · · 010 · · · 0, whose kth number is 1, represents a batch that
has a single type k customer in it.

EXAMPLE 2.2: Assume that N = 2 and � =
{10, 01, 11, 22}. For this case, customers arrive in four forms:
a single type 1 arrival (J = 10), a single type 2 arrival
(J = 01), a batch with one type 1 customer and one type
2 customer (J = 11), and a batch with 2 type 1 customers
and 2 type 2 customers (J = 22).

The Service Times: The service times of the type k cus-
tomers have the same phase-type distribution with a PH-
representation (αk , Tk) of order mk , 1 ≤ k ≤ N , where αk

is a stochastic vector, i.e., αk is nonnegative and αke = 1
(which implies that the service time is positive with prob-
ability one), and Tk is a PH-generator, i.e., Tk is invertible,
diagonal elements of Tk are negative, off-diagonal elements
of Tk are nonnegative, and the vector T0

k = −Tke is non-
negative. The mean service time of type k customers is
µ−1

k = −αkT
−1
k e, 1 ≤ k ≤ N . Then µk is the service rate

of type k customers. Without loss of generality, we assume
that the PH-representation (αk , Tk) is irreducible, which is
equivalent to that the infinitesimal generator Tk + T0

kαk , is
irreducible. The irreducibility of the PH-representation is
assumed to ensure that a CTMC to be defined for the queue
length processes is irreducible. Let θ k be the nonnegative
vector satisfying θ k(Tk + T0

kαk) = 0 and θ ke = 1. Then all
elements of θ k are positive. In fact, it can be verified that
θ k = −µkαkT

−1
k . Let Ii(t) be the phase of the underly-

ing CTMC of the service undergoing in server i at time t ,
1 ≤ i ≤ S. If server i is idle, we define Ii(t) = 0. Note
that the range of Ii(t) depends on the type of the customer in
service at time t . We refer to [24] for more about phase-type
distributions.

The Upgrade Times: The upgrade time of a type k cus-
tomer to a type k+1 customer has a Coxian distribution with
a Coxian representation (βk , Sk) of order nk , 1 ≤ k ≤ N −1,
where βk = (βk,1, βk,2, . . . , βk,nk

) is a stochastic vector (i.e.,
βk ≥ 0 and βke = 1, which implies that the upgrade time is

positive with probability one) and Sk is a Coxian generator
given as follows:

Sk =




−sk,1 sk,1

−sk,2 sk,2

. . .
. . .

−sk,nk−1 sk,nk−1

−sk,nk


 . (2.2)

It is easy to see that Coxian distribution is a special case of
PH-distribution. Without loss of generality, we assume that
βk,1 > 0 for 1 ≤ k ≤ N − 1. Similar to the irreducibility
condition made on the PH-representations of service times,
this assumption is made to ensure that a CTMC to be defined
for the queue length processes is irreducible. For the Cox-
ian distribution, the phase of its underlying CTMC always
moves up by one at a transition epoch. This property is used
in the definitions of the queue length processes. For type N

customers, there is no upgrade. We introduce a underlying
CTMC with a single phase and no transition, i.e., nN = 1,
sN ,1 = 0, and βN ,1 = 1.

The distributions of upgrade times are chosen to be Coxian
distributions, instead of PH-distributions, for simplicities of
the CTMC to be defined for the queue length processes and
the proof of Theorem 4.2. Since the set of Coxian distribu-
tions, similar to the set of PH-distributions, is dense in the
set of probability distributions with nonnegative support, the
assumption is not restrictive.

We assume that the arrival process, service times, and
upgrade times are independent. We summarize some key
technical assumptions as follows.

ASSUMPTION 2.1: The matrix D is irreducible, D∗(z)
is a finite matrix for 0 < z < ẑ with ẑ > 1, the PH-
representations of all service times are PH-irreducible, and
βk,1 > 0 for 1 ≤ k ≤ N .

3. THE CTMC {X(t), t ≥ 0}
Based on the above definitions, we define a CTMC for

queue 1, queue 2, . . ., and queue N . For any type k customers
waiting for service, the underlying CTMC of its upgrade time
must be in a state i, 1 ≤ i ≤ nk . Thus, the queue k of type k

customers can be decomposed into nk + 1 subqueues: queue
(k, 0) consists of type k customers in service, queue (k, 1)

consists of type k customers waiting in queue k and the under-
lying CTMCs of their upgrade times are in state 1, . . ., and
queue (k, nk) consists of type k customers waiting in queue k

and the underlying CTMCs of their upgrade times are in state
nk . When a server is available to serve a type k customer, we
assume that one of the type k customers whose underlying
CTMC is in the highest phase is chosen for service.
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Define qk,i (t) the number of type k customers in queue
(k, i) at time t , 0 ≤ i ≤ nk , k = 1, 2, . . . , N . Let
qk(t) = (qk,0(t), qk,1(t), . . . , qk,nk

(t)), 1 ≤ k ≤ N . Because
of the preemption property, we must have qj ,i (t) = 0
for j ≥ k + 1 and 1 ≤ i ≤ nj , if qk,0(t) > 0.
Define q(t) = (q1(t), q2(t), . . . , qN−1(t), qN(t)) and X(t) =
(q(t), Ia(t), I1(t), . . . , Is(t)). The first part of X(t) (i.e., q(t))
provides information on the lengths of the N queues as well as
upgrade times of customers in queues. The rest of X(t) (i.e.,
(Ia(t), I1(t), . . . , Is(t))) provides information on the under-
lying phases of the arrival process and service times. It can
be verified, under our assumptions, the CTMC {X(t), t ≥ 0}
is irreducible. Denote by � the state space of {X(t), t ≥ 0}.
A typical state in � has the form x = (q, ia , i1, . . . , is) with
q = (q1, q2, . . . , qN−1, qN) and qk = (qk,0, qk,1, . . . , qk,nk

),
1 ≤ k ≤ N .

Denote by Q the infinitesimal generator of the CTMC
{X(t), t ≥ 0}. First, we find Q explicitly. For that purpose,
we define the following sets:

�(q) = {x : x = (q, ia , i1, . . . , is) ∈ �};
A(J ) = {δ : δ = (δ1, . . . , δN−1, δN) ≥ 0,

nk∑
i=1

δk,i = jk , 1 ≤ k ≤ N

}
, J ∈ �;

B(q, J ) = {y : If batch J arrives, the queues can

changes from q to y.}, J ∈ �. (3.1)

Note that q = (q1, q2, . . . , qN−1, qN), y = (y1, y2, . . . ,
yN−1, yN), and δk = (0, δk,1, . . . , δk,nk

), 1 ≤ k ≤ N , are all
nonnegative. The set �(q) includes all the states associated
with queue q; A(J ) consists of all the possible breakdowns
of the batch J ; and B(q, J ) has all the queues formed by
customers from the original queue q and customers from the
batch J .

We also define the following constant: for J ∈ � and
δ ∈ A(J ),

p(J , δ) =
N∏

k=1

(
jk!

(δk,1! · · · δk,nk
!)

nk∏
i=1

β
δk,i

k,i

)
. (3.2)

If qN ,0 = S, all arriving customers join the queues. For
such cases, p(J , δ) is the probability that the batch J breaks
into δ ∈ A(J ) and the queues changes from q to y = q + δ

(i.e., yk,i = qk,i + δk,i). By the law of total probability, we
have

1 =
∑

δ∈A(J )

p(J , δ), for q ≥ 0, J ∈ �. (3.3)

Let Q(q, y) be the transition rate block in Q for the queue
lengths (q1(t), q2(t), . . . , qN−1(t), qN(t)) changing from q

to y, that is, the transition block from the set �(q) to
�(y). The corresponding transition rates for the variables
(Ia(t), I1(t), . . . , Is(t)) are given within the matrix Q(q, y).

The status of the CTMC {X(t), t ≥ 0} changes when there
is an arrival, a service completion, a upgrade of customer, or
a change in the underlying CTMCs of the arrival process, ser-
vice times, and the upgrade times. To obtain Q(q, y), we need
to consider the following five cases: (i) The queue q remains
the same; (ii) The queue q changes due to an arrival; (iii) The
queue q changes due to a service completion; (iv) The queue
q changes due to a customer upgrade; and (v) The queue q
changes due to an internal phase change of a upgrade time.

Case (i): The Queue q Remains the Same: For this case,
only transitions in the underlying CTMCs that do not lead
to arrivals, service completions, or customer upgrades can
occur. Thus, we have

Q(q, q) = D0 ⊗ I +
S(q)∑
i=1

I ⊗ Tki
⊗ I −

(
N−1∑
k=1

nk∑
i=1

qk,i sk,i

)
I ,

(3.4)

where I is the identity matrix, “⊗” is for Kronecker product of
matrices [14], S(q) = ∑N

k=1 qk,0 is the number of customers
in service, and ki is the type of the customer being served
in server i. The orders of the identity matrices in Eq. (3.4)
(and in some other equations) depend on numbers of phases
of the underlying CTMCs of the arrival process and service
times, which is determined by q = (q1, q2, . . . , qN−1, qN).
For instance, if qN ,0 = S, the expression “I ⊗ Tk ⊗ I” in
Eq. (3.4) should be “Imam

i−1
N

⊗ TN ⊗ ImS−i
N

”, where In is an
identity matrix of order n. We ignore the indices for con-
venience and with the understanding that the orders of the
identity matrices depend on the queue q.

Case (ii): The Queue q Changes due to an Arrival: Sup-
pose that a type J batch arrives when the queue status is q.
Then we have, for y = q + δ ∈ B(q, J ),

Q(q, y) = p(J , δ)(DJ ⊗ ImS
N
), if qN ,0 = S. (3.5)

If qN ,0 < S, the expression of Q(q, y) is quite complicated
because some of the lower priority customers in service may
be pushed back into their queues due to the arrival of some
higher priority customers. The queues can be changed and so
are the underlying CTMCs of the services. We do not give an
explicit expression of Q(q, y) for this case since it is not used
in the rest of the paper. Nonetheless, the following property
of Q(q, y) is used in this paper: for J ∈ �,∑

y∈B(q,J )

Q(q, y)e = (DJ e) ⊗ e, for q ≥ 0. (3.6)

Case (iii): The Queue q Changes due to a Service Com-
pletion: For this case, we consider two situations: (1) At

Naval Research Logistics DOI 10.1002/nav



He, Xie, and Zhao: Priority Queue with Customer Upgrades 367

a service completion epoch, there are customers waiting
for service; (2) At a service completion epoch, there is no
customer waiting for service. Suppose that the service of

a type k customer is completed and the non-empty wait-
ing queue with the highest priority is l. Then we have, for
k ≤ N ,

Q(q, y) =




I ⊗ (
T0

kαl

) ⊗ I , if yl,i = ql,i − 1 ≥ 0, ql,p = 0, i < p ≤ nl , yl,0 = ql,0 + 1,
qj ,i = 0, l < j ≤ N , 1 ≤ i ≤ nj , yk,0 = qk,0 − 1,
N∑

j=1
qj ,0 = S, and for all other (j , i), yj ,i = qj ,i ;

I ⊗ T0
k ⊗ I , if yj ,i = qj ,i = 0, 1 ≤ j ≤ N , 1 ≤ i ≤ nj ,

yk,0 = qk,0 − 1 ≥ 0, yj ,0 = qj ,0, j �= k,

(3.7)

where the orders of the identity matrices are determined
by the number of phases of the underlying CTMCs of the
arrival process, the services in progress, and the service to be
completed.

Case (iv): The Queue q Changes due to a Customer
Upgrade:

For this case, we consider two situations: (1) Upgrade
occurs to a customer whose priority level is lower than all

customers in service; and (2) Upgrade occurs to a customer
whose priority level equals to the lowest priority level of
customers in service. For case (2), the upgraded customer
pushes out a customer of the lowest service priority in ser-
vice and begins its own service. Note that the priority level
of a waiting customer cannot be higher than that of any cus-
tomer in service due to the preemption assumption. Then we
have

Q(q, y) =




βk+1,iqk,nk
sk,nk

I , if yk+1,i = qk+1,i + 1, yk,nk
= qk,nk

− 1 ≥ 0,
N∑

n=k+1
qn,0 = S, and for all other (j , l), yj ,l = qj ,l ;

βk,iqk,nk
sk,nk

I ⊗ (eαk+1) ⊗ I , if yk+1,0 = qk+1,0 + 1, yk,nk
= qk,nk

− 1 ≥ 0,
yk,0 = qk,0 − 1 ≥ 0, yk,i = qk,i + 1,

N∑
n=k+1

qn,0 <
N∑

n=k

qn,0 = S,

and for all other (j , l), yj ,l = qj ,l .

(3.8)

Case (v): The Queue q Changes due to an Internal
Phase Change of an Upgrade Time:

For this case, there is no customer upgrade. We have

Q(q, y) = qk,i sk,iI ,

if yk,i+1 = qk,i+1 + 1, yk,i = qk,i − 1 ≥ 0,

and for all other (j , l) : yj ,l = qj ,l . (3.9)

For all other cases, we have Q(q, y) = 0.

4. STABILITY ANALYSIS

Define the matrix generating function

A∗(z) =
S∑

i=1

Imam
i−1
N

⊗ (
T0

NαN

) ⊗ ImS−i
N

+ z

(
D0 ⊗ ImS

N
+

S∑
i=1

Imam
i−1
N

⊗ TN ⊗ ImS−i
N

)

+ z
∑
J∈�

z|J |DJ ⊗ ImS
N

. (4.1)
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By the assumption on D∗(z), the matrix A∗(z) is well
defined for 0 < z < ẑ. For z > 0, the matrix A∗(z) has
nonnegative off-diagonal elements. Under Assumption 1, the
matrix A∗(z) is an irreducible M-matrix [14]. Denote by ρ(z)

the eigenvalue of A∗(z) with the largest real part for z > 0.
Then ρ(1) = 0, since the matrix A∗(1) is an infinitesimal
generator. Similar to the proof of Lemma 1.3.3 in [24], the
following results can be proved.

LEMMA 4.1: Under Assumption 1, the derivative of ρ(z)

at z = 1 is given as ρ(1)(1) = ∑N
k=1 λk − SµN . In addition,

we have

(4.1.1) If
N∑

k=1

λk − SµN < 0, there exist z∗ > 1

such that ρ(z) < 0 for 1 < z < z∗ ≤ ẑ.

(4.1.2) If
N∑

k=1

λk − SµN > 0, there exist 0 ≤ z∗ < 1

such that ρ(z) < 0 for z∗ < z < 1.

PROOF: For any z > 0 such that the matrix A∗(z) is
well-defined, since A∗(z) is an M-matrix [14], there exist
a left eigenvector u(z) and a right eigenvector v(z) satisfying
u(z)A∗(z) = ρ(z)u(z), A∗(z)v(z) = ρ(z)v(z), u(z)e = 1,
and u(z)v(z) = 1. Since A∗(z) is irreducible, all elements of
u(z) and v(z) are positive. It is easy to verify that

u(1) = θa ⊗
(

S⊗
i=1

(−µNαNT −1
N )

)
and v(1) = e.

(4.2)

Note that θN = −µNαNT −1
N . According to the proof of

Lemma 1.3.3 in [24], the vectors u(z) and v(z) can be chosen
to be analytic. By routine calculations, we obtain

ρ(1)(1) = u(1)A∗(1)
(1)v(1)

=
∑
J∈�

(|J | + 1)u(1)(DJ ⊗ ImS
N
)e

+ u(1)

(
D0 ⊗ ImS

N
+

S∑
i=1

Imam
i−1
N

⊗ TN ⊗ ImS−i
N

)
e

=
∑
J∈�

(
N∑

k=1

jk

)
u(1)(DJ ⊗ ImS

N
)e

+ u(1)

(
D0 ⊗ ImS

N
+

∑
J∈�

(DJ ⊗ ImS
N
)

+
S∑

i=1

Imam
i−1
N

⊗ TN ⊗ ImS−i
N

)
e

=
N∑

k=1

λk − SµN . (4.3)

For (4.1.1), ρ(1)(1) is negative. Since ρ(z) is differentiable
in [0, ẑ] and ρ(1) = 0, we must have ρ(z) < 0 for z > 1 and
z close to 1. The case (4.1.2) can be proved similarly. This
completes the proof Lemma 4.1. �

We call the queueing system stable if the CTMC {X(t), t ≥
0} is ergodic (irreducible and positive recurrent). The CTMC
is called non-ergodic if it is not ergodic. We call the queueing
system instable if the CTMC {X(t), t ≥ 0} is non-ergodic.
The ergodicity of the CTMC {X(t), t ≥ 0} is characterized
in the following theorem.

THEOREM 4.2: Under Assumption 1, the CTMC
{X(t), t ≥ 0} is irreducible.

(4.2.1) The CTMC {X(t), t ≥ 0} is ergodic if
N∑

k=1

λk<SµN .

(4.2.2) The CTMC {X(t), t ≥ 0} is non-ergodic if
N∑

k=1

λk > SµN .

Part (4.2.1) and part (4.2.2) indicate that the ergodicity/non-
ergodicity conditions of the CTMC (or the stability/instability
of the queueing system) are independent of the service rates
and the upgrade rates of lower priority customers. For the
special case with λ1 + · · · + λN = SµN , our simulation
results seem to suggest that the CTMC {X(t), t ≥ 0} is null-
recurrent. The conditions in Theorem 4.2 can be interpreted
intuitively as follows. Because of the upgrades of customers,
all queues, except queue N , will always be finite. Since all
waiting customers of lower priority may upgrade to cus-
tomers of the highest priority, for queue N to be stable, the
server must have the capacity to serve all customers at the
priority level N , regardless of their original priority level.

We have the following observations based on
Theorem 4.2.

i. System stability is determined by the service rate of
customers of the highest priority and the arrival rates
of individual types of customers.

ii. The correlations between individual arrival processes,
the service rates of lower priority customers, and the
upgrade rates of lower priority customers have no
impact on system stability.

iii. According to Asmussen and Koole [3], MMAP[N ]
can approximate any arrival process. It is well-known
that both the set of PH-distributions and the set
of Coxian distributions are dense in the set of all
probability distributions with nonnegative support.
Thus, Theorem 4.2 holds for fairly general queueing
models.
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In addition, we would like to remark that focusing only on
the service time of the highest priority customers is crucial
for stability. On the other hand, one also needs to look closely
at the allocation of the resources to all customers to reduce
the waiting times (delays) of lower priority customers. This
is especially important for hospital applications, since it is
not a good idea to allow the deterioration of patient’s condi-
tions due to prolonged waiting. Thus, the trade-off between
keeping the total system queue length finite (system stability)
and reducing the waiting times of lower priority customers
should be taken under consideration in the design of such
queueing systems.

5. QUEUE LENGTHS

To analyze the queue length processes, we first introduce an
auxiliary queueing system. Then we use sample path method
to compare queue lengths in the two systems, and give the
bounds on the mean queue length of all lower priority queues
in the original system.

Consider a queueing system that is the same as the one
defined in Section 2 except that servers only serve queue N .
We call this queueing system a designated service queueing
system and our original queueing system a priority service
queueing system. It is readily seen that, in the designated ser-
vice queueing system, all customers are eventually upgraded
to type N customers before being served. For the desig-
nated service queueing system, define qu

k,i (t) the number of
type k customers in queue (k, i) at time t , 0 ≤ i ≤ nk ,
k = 1, 2, . . . , N . Let qu

k (t) = (qu
k,1(t), q

u
k,2(t), . . . , qu

k,nk
(t)),

1 ≤ k ≤ N and qu(t) = (qu
1(t), qu

2(t), . . . , qu
N(t)).

To analyze the designated service queueing system, we
look at the customers originally form type k (1 ≤ k < N).
The upgrade process of type k customers is independent of
any other types of customers. Consequently, all lower priority
customers who come to the system as a type k customer orig-
inally form an MAP/(COXk +COXk+1 +· · ·+COXN−1)/∞
queue, where COXk + COXk+1 + · · · + COXN−1 represents
the sum of the Coxian random variables {(βk , Sk), 1 ≤ k ≤
N − 1}. Recall that the stationary arrival rate of type k cus-
tomers is given by λk = θa

∑
J∈� jkDJ e, for 1 ≤ k ≤ N .

The mean service time of type k customers (i.e., the mean
upgrade time from queue k to queue k+1) is τ−1

k = −βkS
−1
k e,

1 ≤ k < N .

LEMMA 5.1: The mean queue length of queue k (1 ≤ k <

N) in the designated service queueing system is
∑k

i=1 λiτ
−1
k .

PROOF: For a customer originally from type k (1 ≤ k <

N), the average time in queues before join the highest priority
queue is τ−1

k + · · · + τ−1
N−1. By little’s law, the average queue

size formed by these customers is λk(τ
−1
k +· · ·+τ−1

N−1). Sim-
ilarly, the average queue size formed by type k customers in

queue j (k ≤ j < N) is λkτ
−1
j . Note that the customers in

queues come from queues 1, 2, · · · , and k − 1, and queue k

itself. Then, the mean queue length of queue k is
∑k

i=1 λiτ
−1
k .

This completes the proof of Lemma 5.1. �

The designated service queueing system provides bounds
on the queue length of the priority service queueing system.
To obtain the bounds, we first establish some sample path
relationships between qu(t) and q(t) in Lemma 5.2. Define
|Y(t)| = Y1(t) + · · · + Yn(t), if Y(t) = (Y1(t), . . . , Yn(t)).

LEMMA 5.2: Assume that both the priority service queue-
ing system and the designated service queueing system are
empty at time zero. For the queue length processes q(t) and
qu(t), we have, for any 1 ≤ k ≤ N , 1 ≤ j ≤ nk and t ≥ 0,

i. qk,j (t) ≤st qu
k,j (t) + (

∑k−1
i=1 ni + j)S;

ii. q1,1(t) + · · · + qk,j (t) ≤st qu
1,1(t) + · · · + qu

k,j (t) +
(
∑k−1

i=1 ni + j)S;
iii. |qk(t)|≤st |qu

k (t)| + S
∑k

i=1 ni ;
iv. |q1(t)| + · · · + |qk(t)|≤st |qu

1(t)| + · · · + |qu
k (t)| +

S
∑k

i=1 ni .

PROOF: It is well known that the sample path order
implies stochastically order (see [27] for more about stochas-
tic orders of random variables). We will show the inequalities
for all possible sample paths in the probability space. �

For subqueue (1, 0) at time t , recall that it consists of type 1
customers in service, and there are S servers in total. Hence,
we have q1,0(t) ≤ S.

Consider subqueue (1, 1) at time t . Customers arrived in
[0, t) can be categorized as follows. For all customers that
have been upgraded to subqueue (1, 2) without receiving ser-
vice (in the priority service queueing system), they are no
longer part of q1,1(t) (in the priority service queueing sys-
tem) nor part of qu

1,1(t) (in the designated service queueing
system). Note that upgrade times are exponentially distrib-
uted in a subqueue so that we can assume that a upgrading
process is resumed after a service interruption. So, for all
customers that have been upgraded to next subqueue, but was
ever attended by servers in the priority service queueing sys-
tem before being upgraded, they are no longer part of q1,1(t)

nor part of qu
1,1(t). For all customers that have been served in

the priority service queueing system, they are no longer part
of q1,1(t) but can be part of qu

1,1(t) in the designated service
queueing system. For all customers that have been attended
by a server(s) but still in the upgrading process, they are part
of q1,1(t) but may not be part of qu

1,1(t). There can be at most
S such customers, since there are in total s servers and cus-
tomers are served on a first-in-first-served basis. Thus, we
must have q1,1(t) ≤ qu

1,1(t) + S.
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For subqueue (1, 2) at time t , customers still in the queue
can be divided into two groups: (i) customers who arrive to
subqueue (1, 2) at the same epochs for both systems (from
outside or other queues); (ii) customers who arrive to sub-
queue (1, 2) at different time epochs for the two systems
(from other queues). For customers in the first group, similar
to the above analysis for subqueue (1, 1), the subqueue in
the priority service queueing system is at most S customers
more than that in the designated service queueing system at
time t . The second group includes at most S customers who
are upgraded from subqueue (1, 1) and have been attended
by a server in subqueue (1, 1) (but their services were never
completed.) The reason is that subqueue (1, 2) must have no
waiting customer before a server can attend a customer in
subqueue (1, 1). These customers can be part of q1,2(t), but
may not be part of qu

1,2(t). Therefore, we must have q1,2(t)

≤ qu
1,2(t) + 2S.

For subqueue (1, j), where 1 ≤ j ≤ n1, among customers
who arrive to subqueue (1, j) at the same time epochs for
both systems, at most S of them can be in the priority service
queueing system, but not in the designated service queue-
ing system. There are at most (j − 1)S upgraded customers
who arrive to subqueue (1, j) at different time epochs for
the two systems—at most S from subqueue (1, i) (those are
customers in subqueue (1, j) who have received incomplete
service in subqueue (1, i)), i = 1, 2, . . . , j − 1. Therefore,
we must have q1,j (t) ≤ qu

1,j (t) + jS.
Consider the first j (1 ≤ j ≤ n1) subqueues for type

1 customers. There can be at most s customers that have
received incomplete service in subqueue (1, j), are still in the
priority service queueing system but not in the designated ser-
vice queueing system. The reason is that all such customers
have to be served in one of the higher priority subqueues
(1, j + 1), (1, j + 2), . . ., before a server can move down to
serve queue j (to possibly create another such customer in
queue j ). Therefore, we have q1,1(t)+q1,2(t)+· · ·+q1,j (t) ≤
qu

1,1(t) + qu
1,2(t) + · · · + qu

1,j (t) + jS, for 1 ≤ j ≤ n1 and
t ≥ 0. In addition, we have

q1,0(t) + q1,1(t) + q1,2(t) + · · · + q1,n1(t)

≤ qu
1,1(t) + qu

1,2(t) + · · · + qu
1,n1

(t) + n1S, (5.1)

i.e., |q1(t)| ≤ |qu
1(t)| + n1S. In general, for subqueue (k, j),

where 1 ≤ k ≤ N and 1 ≤ j ≤ nk , among customers
who arrive to subqueue (k, j) at the same time epochs for
both systems, at most s of them can be in the priority service
queueing system, but not in the designated service queue-
ing system. There are at most (

∑k−1
i=1 ni + j − 1)S upgraded

customers who arrive to subqueue (k, j) at different time
epochs for the two systems - at most S from other queues
(those are customers who have received incomplete ser-
vice in the lower priority queues). Therefore, we must have

qk,j (t) ≤ qu
k,j (t) + (

∑k−1
i=1 ni + j)S. Similarly, we have, for

any 1 ≤ k ≤ N , 1 ≤ j ≤ nk and t ≥ 0,

q1,1(t) + · · · + qk,j (t)

≤st qu
1,1(t) + · · · + qu

k,j (t) +
(

k−1∑
i=1

ni + j

)
S, (5.2)

and |qk(t)|≤st |qu
k (t)| + S

∑k
i=1 ni . This completes the proof

of Lemma 5.2.
Lemmas 5.1 and 5.2 lead to the following results on the

mean queue lengths.

COROLLARY 5.3: For the priority service system, an
upper bounds on the mean queue length of queue k (1 ≤ k ≤
N − 1) is given by

∑k
i=1 (λiτ

−1
k + niS), and an upper bound

on the average number of customers in all lower priority
queue is given by

∑N−1
k=1 (

∑k
i=1 λiτ

−1
k + nkS).

According to the definition of the designated service
queueing system, the upper bounds on the mean queue length
can serve as an approximation if (i) λN/(SµN) is close to 1
(Note: the system must be stable, though.) or (ii) the service
rates of lower priority customers are small as compared to
their transfer rates. For case (i), all servers have to serve cus-
tomers of the highest priority most of the time. Then most
of the lower priority customers are transferred to queue N

for service. Consequently, the priority service queue behaves
similar to the designated service queue. For case (ii), since
the service rates are small, most of the lower priority cus-
tomers are transferred to queue N for service. Again, the two
queueing systems behave similarly.

6. CONCLUSION AND DISCUSSION

In this article, we have obtained conditions for system
stability/instability for the multi-class queue with customer
upgrades defined in Section 2. The results indicate that the
service processes and the upgrade processes of lower priority
customers have no impact on the stability/instability of the
queueing system of interest, which implies that, in the design
of such queueing systems, resource should be allocated to
serving customers of the highest priority as much as possi-
ble for the consideration of system stability. However, such
allocation may result in long waiting time for lower priority
customers, and hence more customer upgrades. Therefore,
how to allocate limited resource to, on one hand, ensure a
stable queue, and, on the other hand, keep all queues short,
is an interesting issue for future research. In addition, the
system stability issue has not been solved for the boundary
case where SµN = λ1 + λ2 + · · · + λN , which is difficult to
solve by using the current methodology and is an interesting
problem for future research.
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We have also obtained bounds on the queue lengths. Fur-
ther analysis of the stationary distribution of the queue lengths
is an interesting issue. Since the state space of the CTMC
{X(t), t ≥ 0} is multiple-dimensional, it is not straightfor-
ward to find the steady state probability distribution of the
queue lengths. Asymptotic methods such as the one studied
in [22] might be useful. In addition, it is intuitive to see that
the stability results might be obtained for similar queueing
systems with a preemptive resume, non-preemptive repeat, or
non-preemptive resume service discipline. The proofs might
be similar but much more tedious.

APPENDIX

THEOREM A.1 (Theorem 1.18 in [5]): Given an irreducible Q-matrix
Q = (qi,j ) with state space S. Suppose that there exist a compact function
f (j) and constants K ≥ 0 and η > 0 such that∑

j∈S

qi,j (f (j) − f (i)) ≤ K − ηf (i), i ∈ S.

Then the Markov chain is positive recurrent and hence has a unique stationary
distribution.

THEOREM A.2 (Theorem 1 in [6]): Consider an irreducible regular
CTMC with state space S and Q-matrix Q = (qij ). Let f : S → (−∞, ∞)

be a function satisfying

sup
i∈S

∑
j∈S

qij (f (i) − f (j))+ < ∞.

Then, the CTMC is not ergodic if anyone of the following holds:

a. The function f (·) is not constant and
∑

j∈S qij f (j) ≥ 0, ∀i ∈ S.
b.

∑
j∈S qij f (j) ≥ 0, ∀i ∈ S. and

∑
j∈S qij f (j) > 0 for some

state i.
c. There exists a non-empty subset B of S satisfying

∑
j∈S qij f (j) ≥

0, ∀i ∈ B, B �= S, and f (i) > supj /∈Bf (j) for some i ∈ B.

PROOF OF THEOREM 4.2: In the proof, Lemma 4.1 and the mean-drift
method ( [8]) are utilized. Theorem A.1 and Theorem A.2 are applied.

PROOF OF (4.2.1) OF THEOREM 4.2: The proof consists of three steps:
(1) Construction of a Lyapunov function (test function); (2) Calculation of
the mean-drift; and (3) Application of Theorem 1.18 in [5].

First, we construct a Lyapunov function. Since
∑N

k=1 λk − SµN < 0,
by (4.1.1) of Lemma 4.1, there exist z∗ > 1 such that ρ(z) < 0 for
1 < z < z∗ ≤ ẑ. Choose constant aN ,0 such that 1 < aN ,0 < z∗. Then
we must have ρ(aN ,0) < 0. Choose v = v(aN ,0), the right eigenvector cor-
responding to ρ(aN ,0) defined in the proof of Lemma 4.1. Since the matrix
A∗(aN ,0) is an irreducible M-matrix, all elements of the column vector v
are positive. Choose constants {a1,0, a1,1, . . . , aN−1,0, . . . , aN−1.nN−1 , aN ,1}
satisfying the following conditions:

1. 1 < aN ,1 = aN ,0 < aN−1,nN−1 < · · · < aN−1,1 < aN−1,0 < · · ·
< a1,n1 < · · · < a1,1 < a1,0 < z∗;

2.
1

aN ,0
ρ(aN ,0)v +

∑
J∈�

∑
δ∈A(J )

(
aδ − a

|J |
N ,0

)
p(J , δ)(DJ ⊗ I )v ≤ −εv < 0,

(A1)

where ε is a positive constant, vector a = (a1,0, a1,1, . . . , aN−1,0, . . . ,
aN−1.nN−1 , aN ,0, aN ,1), and

aδ =
N∏

k=1

(
nk∏
i=0

a
δk,i
k,i

)
. (A2)

The existence of {a1,0, a1,1, . . . , aN−1,0, . . . , aN−1.nN−1 } for Eq. (A1) is guar-
anteed by the facts that all elements of v are positive and ρ(aN ,0) < 0. Also
note aδ ≥ a

|J |
N ,0 for δ ∈ A(J ). Now, we are ready to introduce the following

Lyapunov function. For q = (q1, . . . , qN−1, qN), define

f(q) =




N∏
k=1

(
nk∏
i=0

a
qk,i
k,i

)
v = aqv, if qN ,0 = S;

N∏
k=1

(
nk∏
i=0

a
qk,i
k,i

)
e = aqe, if qN ,0 < S.

(A3)

Note that the size of e equals the number of state in the set �(q). It is easy to
show that, for any d > 0, the set {q : f(q) < d , q ≥ 0} is bounded and has
a finite number of elements. Thus, the function f(q) is a compact function
(see [5]).

Next, we calculate the mean-drifts at states in the set �(q) for a given
q, which is defined in vector form as

∑
y≥0 Q(q, y)f(y) for a given q. To

calculate the mean drifts, we need to consider the following three cases: (i)
qN ,0 = S and qN ,1 ≥ 1; (ii) qN ,0 = S and qN ,1 = 0; and (iii) qN ,0 < S and∑N

j=1 qj ,0 = S. In the following calculations, we consider the five types of
transitions given in Eqs. (3.4)–(3.9). For convenience, we omit the orders of
the identity matrices.

Case (i): If qN ,0 = S and qN ,1 ≥ 1, it is easy to see that (1) All arriving
customers have to join the queues; (2) If a server completes a service, the
server begins to serve another type N customer immediately. We have the
following calculations

∑
y≥0

Q(q, y)f(y)

=
∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aq+δv +
S∑

i=1

(
I ⊗ T0

NαN ⊗ I
) 1

aN ,0
aqv

+
N−1∑
k=1

nk−1∑
i=1

sk,iqk,i
ak,i+1

ak,i
aqv +

N−1∑
k=1

qk,nk
sk,nk

nk+1∑
i=1

βk+1,i
ak+1,i

ak,nk

aqv

+
(

D0 ⊗ I +
S∑

i=1

(I ⊗ TN ⊗ I ) −
(

N−1∑
k=1

nk∑
i=1

sk,iqk,i

)
I

)
aqv

= aq


D0 ⊗ I +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aδ

+
S∑

i=1

I ⊗
(

1

aN ,0
T0

NαN + TN

)
⊗ I +

N−1∑
k=1

nk−1∑
i=1

sk,iqk,i

(
ak,i+1

ak,i
− 1

)
I

+
N−1∑
k=1

qk,nk
sk,nk

nk+1∑
i=1

βk+1,i

(
ak+1,i

ak,nk

− 1

)
I

}
v

≤ aq


D0 ⊗ I +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aδ

+
S∑

i=1

I ⊗
(

1

aN ,0
T0

NαN + TN

)
⊗ I

}
v
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= aq


 1

aN ,0
A∗(aN ,0) +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )(aδ − a
|J |
N ,0)


 v

= aq


 1

aN ,0
ρ(aN ,0)v +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )
(
aδ − a

|J |
N ,0

)
v




≤ −εaq v. (A4)

The first inequality in Eq. (A4) is due to ak,i+1 < ak,i and ak+1,i < ak,nk
.

The second inequality in Eq. (A4) follows from part 2) of Eq. (A1). Also
note aN ,0 = aN ,1.

Case (ii): If qN ,0 = S and qN ,1 = 0, suppose the non-empty queue
with the highest priority is queue n (<N) with qn,j > 0 and qn,i = 0 for
0 < j < i ≤ nn. Then we have

∑
y≥0

Q(q, y)f(y)

=
∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aq+δv +
S∑

i=1

(
I ⊗ (

T0
Nαn

) ⊗ I
) an,0

an,j aN ,0
aqe

+
N−1∑
k=1

nk−1∑
i=1

sk,iqk,i
ak,i+1

ak,i
aqv +

N−1∑
k=1

qk,nk
sk,nk

nk+1∑
i=1

βk+1,i
ak+1,i

ak,nk

aqv

+
(

D0 ⊗ I +
S∑

i=1

(I ⊗ TN ⊗ I ) −
(

N−1∑
k=1

nk∑
i=1

sk,iqk,i

)
I

)
aqv

=

D0 ⊗ I +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aδ +
S∑

i=1

I ⊗ TN ⊗ I


 aqv

+
{

S∑
i=1

I ⊗
(

an,0

an,j aN ,0
T0

Nαn

)
⊗ I

}
aqe

+



N−1∑
k=1

nk−1∑
i=1

sk,iqk,i

(
ak,i+1

ak,i
− 1

)

+
N−1∑
k=1

qk,nk
sk,nk

nk+1∑
i=1

βk+1,i

(
ak+1,i

ak,nk

− 1

)}
aqv

≤ aq

{
φN e −

(
N−1∑
k=1

nk∑
i=1

qk,i

)
ξN v

}
, (A5)

where

φN =
∣∣∣∣∣∣

D0 ⊗ I +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aδ +
S∑

i=1

I ⊗ TN ⊗ I


 v

∣∣∣∣∣∣
max

+ max
1≤k≤N−1
1≤j≤nk

{∣∣∣∣∣
(

S∑
i=1

I ⊗
(

ak,0

ak,j aN ,0
T0

Nαk

)
⊗ I

)
e

∣∣∣∣∣
max

}
; (A6)

ξN = min


 min

1≤k≤N−1
1≤i≤nk−1

{
sk,i

(
1 − ak,i+1

ak,i

)}
,

min
1≤k≤N−1

{
sk,nk

nk+1∑
i=1

βk+1,i

(
1 − ak+1,i

ak,nk

)}}
> 0. (A7)

Note that, in Eqs. (A5) and (A6), the summation
∑S

i=1 • is over the S servers.
For different i, the identity matrices in the summation have different size,
which is not explicitly shown.

In Eq. (A6), the notation |x|max represents the absolute value of the element
in the vector x that has the greatest absolute value. The finiteness of φN is

guaranteed by our assumption on the finiteness of D∗(z) for 1 < z ≤ z∗ < ẑ

and ak,i < z∗ for all possible (k, i). Also note that aδ ≤ a
|J |
1,0 for δ ∈ A(J ).

Detailed calculations are given as follows:

∣∣∣∣∣∣

D0 ⊗ I +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aδ +
S∑

i=1

I ⊗ TN ⊗ I


 v

∣∣∣∣∣∣
max

≤ |v|max

∣∣∣∣∣∣

D0 ⊗ I +

∑
J∈�

∑
δ∈A(J )

p(J , δ)(DJ ⊗ I )aδ


 e

∣∣∣∣∣∣
max

+
∣∣∣∣∣
(

S∑
i=1

I ⊗ TN ⊗ I

)
v

∣∣∣∣∣
max

≤ |v|max

∣∣∣∣∣
(

D0 ⊗ I +
∑
J∈�

(DJ ⊗ I )|a1,0||J |
)

e

∣∣∣∣∣
max

+
∣∣∣∣∣
(

S∑
i=1

I ⊗ TN ⊗ I

)
v

∣∣∣∣∣
max

≤ |v|max
∣∣(D∗(a1,0) ⊗ I

)
e
∣∣
max +

∣∣∣∣∣
(

S∑
i=1

I ⊗ TN ⊗ I

)
v

∣∣∣∣∣
max

< ∞, (A8)

and, since αke = 1,

max
1≤n≤N−1
1≤j≤nn

{∣∣∣∣∣
S∑

i=1

(
I ⊗

(
an,0

an,j aN ,0
T0

Nαk

)
⊗ I

)
e

∣∣∣∣∣
max

}

≤ a1,0

a2
N ,0

∣∣∣∣∣
S∑

i=1

e ⊗ T0
N ⊗ e

∣∣∣∣∣
max

< ∞. (A9)

Positivity of ξN is guaranteed by ak,i+1 < ak,i and ak+1,i < ak,nk
. If

qN ,0 = S and all queues are empty, then term I ⊗ (T0
Nαn) ⊗ I in Eq.

(A5) becomes I ⊗ T0
N ⊗ I . Since (I ⊗ T0

N ⊗ I )e = e ⊗ T0
N ⊗ e =

(I ⊗ (T0
Nαn) ⊗ I )e, Eq. (A9) is still valid. Consequently, Eq. (A5) is valid

for this case.
Case (iii): If qN ,0 < S and

∑N
k=1 qk,0 = S, there exists j (1 ≤ j ≤ N −1)

such that
∑N

k=j+1 qk,0 < S,
∑N

k=j qk,0 = S. For this case, if the queue n is
not empty (n ≤ j), which is the nonempty queue of the highest priority, and
qn,l > 0 and qn,i = 0 for 0 < l < i ≤ nn, we have

∑
y≥0

Q(q, y)f(y)

=
∑
J∈�

∑
y∈B(q,J )

Q(q, y)f(y) +
S∑

i=1

(
I ⊗ (

T0
ki

αn

) ⊗ I
) an,0

aki ,0an,l
aqe

+
j∑

k=1

nk−1∑
i=1

sk,iqk,i
ak,i+1

ak,i
aqe +

j−1∑
k=1

qk,nk
sk,nk

nk+1∑
i=1

βk+1,i
ak+1,i

ak,nk

aqe

+
nj∑
i=1

βj ,i sj ,nj
qj ,nj

(I ⊗ (eαj+1) ⊗ I )
aj ,iaj+1,0

aj ,nj
aj ,0

aqe

+
(

D0 ⊗ I +
S∑

i=1

(I ⊗ Tki
⊗ I ) −

(
N−1∑
k=1

nk∑
i=1

sk,iqk,i

)
I

)
aqe

≤
{

φj e −
(

N−1∑
k=1

nk∑
i=1

qk,i

)
ξj e

}
aqe, (A10)
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where ki is the type of customer being served by server i, and

φj = max
q≥0




∣∣∣∣∣∣(D0 ⊗ I )e +
∑
J∈�

∑
y∈B(q,J )

Q(q, y)
f(y)

aq

∣∣∣∣∣∣
max




+ max
q≥0

{∣∣∣∣∣
S∑

i=1

an,0

aki ,0an,l

(
I ⊗ (

Tki
+ T0

ki
αn

) ⊗ I
)
e

∣∣∣∣∣
max

}
; (A11)

ξj = min


 min

1≤k≤N−1
1≤i≤nk−1

{
sk,i

(
1 − ak,i+1

ak,i

)}
,

min
1≤k≤j−1

{
sk,nk

nk+1∑
i=1

βk+1,i

(
1 − ak+1,i

ak,nk

)}
,

sj ,nj

nj+1∑
i=1

βj ,i

(
1 − aj ,iaj+1,0

aj ,nj
aj ,0

)}
> 0. (A12)

Note that in Eq. (A11), φj is a function of j since n depends on j . Again, the
finiteness of φj is guaranteed by our assumption on the finiteness of D∗(z)
for 1 < z < z∗ < ẑ and 1 < ak,i < z∗ for all possible (k, i). Details are
given as follows:

max
q≥0




∣∣∣∣∣∣(D0 ⊗ I )e +
∑
J∈�

∑
y∈B(q,J )

Q(q, y)
f(y)

aq

∣∣∣∣∣∣
max




≤ max
q≥0


max{1, |v|max}

∣∣∣∣∣∣(D0 ⊗ I )e +
∑
J∈�

(a1,0)
|J | ∑

y∈B(q,J )

Q(q, y)e

∣∣∣∣∣∣
max




≤ max
q≥0

{max{1, |v|max}|(D∗(a1,0) ⊗ I )e|max} < ∞, (A13)

and

max
q≥0

{∣∣∣∣∣
S∑

i=1

an,0

aki ,0an,l

(
I ⊗ (

Tki
+ T0

ki
αn

) ⊗ I
)
e

∣∣∣∣∣
max

}

≤ a1,0

a2
N ,0

max
q≥0

{∣∣∣∣∣
S∑

i=1

(
I ⊗ (

Tki
+ T0

ki
αn

) ⊗ I
)
e

∣∣∣∣∣
max

}
< ∞. (A14)

Positivity of ξj is guaranteed by ak,i+1 < ak,i , ak+1,i < ak,nk
, aj ,i < aj ,0,

and aj+1,0 < aj ,nj
. If qN ,0 < S and all queues are empty, for the same

reason given after Eq. (A9), Eq. (A10) is still valid. Define

φ∗ = max
1≤j≤N

{φj } < ∞;

ξ∗ = min
1≤k≤N

{ξk}|v|min > 0, (A15)

where |v|min is the absolution value of the element in the vector v that has
the smallest absolute value. Then we have, if qN ,1 = 0 and

∑N
k=1 qk,0 = S,

∑
y≥0

Q(q, y)f(y) ≤
{

φ∗ −
(

N−1∑
k=1

nk∑
i=1

qk,i

)
ξ∗

}
aqe. (A16)

Note that the size of the vector e depends on the given vector q.
Last, we apply Theorem 1.18 in [5] to show that the Markov chain is

ergodic. According to Theorem 1.18 in [5] (see Theorem A.1), we need to
show that

∑
y≥0

Q(q, y)f(y) + ηf(q) ≤ Ke (A17)

holds for all possible q for some constants K ≥ 0 and η > 0. For that
purpose, we choose 0 < η < ε [ε is defined in Eq. (A1)]. For the chosen η,
by the last expression in Eq. (A16), there exists a finite number q∗ > 0 such
that, for any q satisfying qN ,1 = 0 and

∑N−1
k=1

∑nk

i=1 qk,i > q∗, we have

∑
y≥0

Q(q, y)f(y) + ηf(q)

≤
{

φ∗ + η max{1, |v|max} −
(

N−1∑
k=1

nk∑
i=1

qk,i

)
ξ∗

}
aqe ≤ 0. (A18)

Define

K = max


0, max{

q: q≥0, qN ,1=0,
∑N

k=1
∑nk

i=0 qk,i≤q∗+S
}

×



∣∣∣∣∣∣
∑
y≥0

Q(q, y)f(y) + ηf(q)

∣∣∣∣∣∣
max





 . (A19)

Since the set {q : q ≥ 0, qN ,1 = 0,
∑N

k=1
∑nk

i=0 qk,i ≤ q∗ + S} has a finite
number of elements, it is easy to see that K is nonnegative and finite, i.e.,
0 ≤ K < ∞. Note that

∑N
k=0 qk,0 ≤ S.

For the chosen η and K , by their definitions, Eq. (A17) holds if qN ,1 = 0
and

∑N
k=1

∑nk

i=0 qk,i ≤ q∗ + S. By Eq. (A18), Eq. (A17) holds if qN ,1 = 0

and
∑N

j=1
∑nj

i=0 qj ,i > q∗ + S. If qN ,1 ≥ 1, Eq. (A4) leads to

∑
y≥0

Q(q, y)f(y) + ηf(q) ≤ (−ε + η)aqv ≤ 0. (A20)

Consequently, we have shown that Eq. (A17) holds for all possible q.
Therefore, by Theorem 1.18 in [5], the CTMC {X(t), t ≥ 0} is ergodic. This
completes the proof of (4.2.1) of Theorem 4.2.

PROOF OF (4.2.2) OF THEOREM 4.2: To prove (4.2.2), instead of The-
orem 1.18 in [5], part c) of Theorem 1 in [6] is utilized (see Theorem A.2).
The steps of the proof are similar to that of (4.2.1).

By (4.1.2) of Lemma 4.1, we choose positive constant aN ,0 such
that 0 < z∗ < aN ,0 < 1 and ρ(aN ,0) < 0. Again, we choose
v = v(aN ,0), the right eigenvector corresponding to ρ(aN ,0) defined in
the proof of Lemma 4.1. All elements of v are positive. Choose con-
stants {a1,0, a1,1, . . . , aN−1,0, . . . , aN−1.nN−1 , aN ,1} satisfying the following
conditions:

1) z∗ < aN ,1 = aN ,0 < aN−1,nN−1 < · · · < aN−1,1 < aN−1,0 < · · ·
< a1,n1 < · · · < a1,1 < a1,0 < 1;

2)
1

aN ,0
ρ(aN ,0)v +

∑
J∈�

∑
δ∈A(J )

(
aδ − a

|J |
N ,0

)
p(J , δ)(DJ ⊗ I )v ≤ −εv < 0,

(A21)

where ε is a positive constant. The Lyapunov function for this case is defined
as: for q,

f(q) =




−
N∏

k=1

(
nk∏
i=0

a
qk,i
k,i

)
v = −aqv, if qN ,0 = S;

−
N∏

k=1

(
nk∏
i=0

a
qk,i
k,i

)
e = −aqe, if qN ,0 < S.

(A22)

Naval Research Logistics DOI 10.1002/nav



374 Naval Research Logistics, Vol. 59 (2012)

For our problem, part (c) of Theorem 1 in [6] can be restated as follows:
the CTMC {X(t), t ≥ 0} is non-ergodic if

1) sup
q≥0


max




∑
y≥0

Q(q, y)(f(q) − f(y))+




 < ∞;

2)
∑
y≥0

Q(q, y)f(y) ≥ 0, if q ∈ B;

3) ∃q ∈ B, max{f(q)} > sup
y/∈B,y≥0

{max{f(y)}}, (A23)

where (x)+ = (max{0, xi}), B is a subset of the set {q: q ≥ 0}, and max{w}
is the value of the largest element in the vector w.

First note that, for any constant 0 < x < 1, we have nxn → 0 if n → ∞.
Condition (1) in Eq. (A23) holds since 0 < ak,i < 1 for all possible (k, i)
and 0 ≤ (f(q) − f(y))+ ≤ max{1, |v|max}e for q ≥ 0 and y ≥ 0. To verify
conditions (2) and (3) in Eq. (A23), we consider two cases: qN ,1 ≥ 1 and
qN ,1 = 0. If qN ,1 ≥ 1, similar to Eq. (A4), we obtain

∑
y≥0

Q(q, y)f(y) ≥ εaqv ≥ 0. (A24)

If qN ,1 = 0 and
∑N

k=1 qk,0 = S, similar to the proof of equation (A16), we
obtain

∑
y≥0

Q(q, y)f(y) ≥ −
{

φ∗ −
(

N−1∑
k=1

nk∑
i=1

qk,i

)
ξ∗

}
aqe, (A25)

for some 0 ≤ φ∗ < ∞ and ξ∗ > 0. Equation (A25) implies that there exists
q∗ > 0 such that

∑
y≥0 Q(q, y)f(y) ≥ 0 if

∑N
j=1

∑nj

i=0 qj ,i > q∗ + S. For
this case, the finiteness of φ∗ is guaranteed by ak,i < 1 for all possible (k, i).
Define

B = {q : qN ,1 ≥ 1, q ≥ 0}

∪

q : qN ,1 = 0 and

N∑
j=1

nj∑
i=0

qj ,i > q∗ + S, q ≥ 0


 . (A26)

Then condition (2) in Eq. (A23) holds for this set B. It is easy to see
supy∈B {max{f(y)}} = 0. Since there are only a finite number of possi-
ble y ≥ 0 not in the set B, it is easy to see supy/∈B,y≥0{max{f(y)}} < 0.
Then Condition (3) in Eq. (A23) holds for the set B. Therefore, the CTMC
{X(t), t ≥ 0} is non-ergodic if λ1 + · · · + λN > SµN . This completes the
proof of (4.2.2) of Theorem 4.2.
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